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� Introduction

In PDF methods for modeling turbulent reactive 	ows
 the 	uid within the solution domain

is usually represented by a large number of computational particles whose properties
 e�g�

velocities
 evolve according to modeled stochastic di�erential equations based on turbulence

theory �
�� These stochastic di�erential equations are essentially Langevin equations� A

particle�mesh method is then adopted to solve the Langevin equations
 which is equivalent

to solving the PDF transport equations ���� The basic techniques involved in the numerical

schemes are time marching and �nite di�erence ���� Accordingly
 several supplementary

numerical techniques
 such as variance reduction and time averaging
 have been introduced

for improving the solution ���� Some of the numerical issues pertinent to PDF methods have

been investigated in several studies ������������ This report
 however
 analyzes theoretically

a simpli�ed model of 	uid particles to investigate certain numerical errors in PDF methods�

Speci�cally
 a theoretical analysis is presented of the numerical errors arising from the use of

the ensemble mean �to approximate the mean� in the drift term in the Langevin equations�

Previously ����
 this approximation has been shown empirically to lead to signi�cant bias�

The following section describes the model problem� The models are then solved in section

�� The results are discussed in the �nal section�

� Model Problem

In the context of PDF methods for turbulent 	ows
 the 	ow is regarded as a stochastic

�eld� The motion of 	uid particles is then modeled by the stochastic di�erential equations�

Langevin equations� For any particle property x
 the evolution equation usually has the form

�
� ���


dx � ��x� hxi�
T

dt� bdW� ���

where hxi is the mean or expectation of x
 T is a time scale
 b is a positive constant and W

is a Wiener process�

hdWdW i � dt� ���



�

The detailed form and the variables of Eq���� for turbulence models are discussed in �
�

���� Furthermore
 the particle equation Eq���� is then solved numerically by a particle�mesh

method ���� In this study
 both the physical model and the numerical algorithms involved

in PDF methods are simpli�ed and analyzed to investigate the numerical errors in PDF

methods�

��� Physical Model

A simpli�ed model of Eq���� is described here� Supposing the 	uid is represented by N

particles
 the evolution of the property xi of the ith particle �for i � �
 � � �
 N� is modeled

by the following equation

dxi � ��xi � �hxi�dt�
p
�dWi� ���

xi�t � �� � ci� ���

where hxii � hxi
 hdWidWji � �ijdt
 � is a constant and the time�scale has been taken to be

unit� The initial conditions ci are taken to be independent standardized normally distributed

random variables�

hcii � �� hcicji � �ij� ���

The linear stochastic equation Eq���� describes the particle behavior in a homogeneous �eld�

The N particles thus form a linear system of stochastic di�erential equations� According to

Arnold ���
 hxi is the solution of the deterministic linear di�erential equation�

dhxi
dt

� ��hxi � �hxi�� �
�

hx�t � ��i � hcii � �� ���

The solution for hxi is trivial� However
 if the initial condition is not zero for hxi
 then it

can been seen that for � � �
 Eq���� is stable and eventually reaches the stationary state

with hxii � � and var�xi� � � or hxixii � �� For � � �
 the equation becomes unstable with

hxi growing exponentially� For � � �
 the equation is neutrally stable� How � determines

the properties of Eq���� is discussed further below�

On the other hand
 the covariance of the components xi and xj is de�ned as

Cov�xi� xj� � h�xi � hxi��xj � hxi�i ���
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Figure �� The typical trajectory of property xi�

The solution for Cov�xi� xj� when hxi � � is

Cov�xi� xj� � �ij� ���

It shows that the properties of particles have independent and identical distribution with

zero mean and unit variance�

To summarize
 there exists a stationary solution for Eq����

hxii � �� var�xi� � �� for i � �� � � � � N� ����

Therefor
 xi is an Ornstein�Uhlenbeck process whose behavior is fully described by the mean

and the covariance� A typical trajectory of xi evolving by Eq���� is shown in Fig�����

��� Numerical Model

Several di�erent approaches have been suggested for the numerical solution of stochastic

di�erential equations such as Eq���� or Eq���� when hxi is determined� The various schemes

of di�erent orders and their accuracy are well studied ���� However
 it is noted that for

solving Eq���� or Eq���� numerically
 an estimate for hxi is needed� This is signi�cant since



�

it introduces the new feature of the numerical errors in implementing the PDF methods

�������� As usual
 the ensemble mean of all particles is used to approximate hxi ���� That is

hxi � fxg � �

N

NX
i��

xi� ����

Consequently
 Eq���� becomes

dxi � ��xi � �fxg�dt�
p
�dWi� ����

or

dxi � ��xi � �

N

NX
i��

xi�dt�
p
�dWi� for i � � � � � N� ����

Hence the stochastic equations really solved in the PDF methods are Eq����� instead of

the exact equations Eq����� The di�erence between the solutions of these equations is the

numerical error which is discussed in this study� Equation ���� forms a system ofN stochastic

di�erential equations� It is the basic model of this study and its solution will be discussed

in next section�

Moreover
 in the numerical calculations using PDF methods
 for stationary 	ows the

time�averaging technique can be used to reduce the 	uctuations in the estimate of the mean

resulting from the �nite number of particles or samples ���� It is also expected that the

numerical error of bias can be reduced by decreasing these 	uctuations ����� The time�

averaging value y for fxg is calculated by�

dy � ���y � fxg�dt� ����

where � is the time�averaging scale ����� Making use of y to estimate hxi
 the stochastic

system Eq���� becomes

dxi � ��xi � �y�dt�
p
�dWi� ����

dy � ���y � �

N

nX
i��

xi�dt�

for � i � �� � � � � N ��
�

Equations ���� and ��
� form a set of N � � coupled stochastic di�erential equations� Note

that in the limit � � �
 y tends to the ensemble mean fxg and thus Eq����� becomes

identical to Eq������






Both the systems of Eq����� and Eqs�����
 ��
� can be written in the vector form

dz � Azdt�BdW� ����

where z
 A and B will be described in the following section
 dW is the vector of the inde�

pendent Wiener process� The initial conditions for Eq����� are de�ned as

z � c at t � �� ����

and c is a random vector having normal distribution �with mutually independent compo�

nents� and satis�es

hci � �� hccT i � K� ����

where K is the covariance matrix for z� Only for such an initial condition does Eq����� have

a stationary solution ���� The solution for K are discussed in the next section as well as the

properties of Eq������

In the process of seeking a numerical solution for the physical model Eq����
 the equa�

tions one solves are indeed the equations of ���� or ���� and ��
� because the real mean or

expectation hxi is replaced by fxg or y respectively� The numerical model should converge

to the physical model as N ��� The di�erence between the two models are thus de�ned

as the numerical errors that are
 especially the bias error
 analyzed in this study� The bias is

de�ned as the deterministic error due to the �nite number of particles �������� For example


the bias of the variance in the numerical model is

bvar � var�xi�� var�xi�jN��� ����

� var�xi�� �� ����

where the solution of physical model has been substituted in� Clearly
 when the mean

is approximated by the ensemble mean or the time�averaged value
 a bias error will be

introduced�

The properties of the numerical model is discussed in the next section as well as the

solution for K� The analysis presents a view about the bias in the PDF methods�
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� Analysis of Numerical Models

The numerical models de�ned in the forgoing section are solved as stochastic di�erential

systems in this section� First of all
 Eq����� and Eqs�����
 ��
� are rewritten in the vector

form

dz � Azdt�BdW� ����

as mentioned in the previous section� In this section
 an analysis is performed for the system

with the time�averaging technique
 i�e� Eq����� and Eq���
� in detail
 and the solution for

Eq����� can in accordance be deduced from the solution of Eq����� and Eq���
� for ����

Rewriting Eq����� and Eq���
� in the form of Eq�����
 we have

z � �x�� x�� � � � � xN � y�
T � ����

A �

�
� �I �wT

�
N
w ��

�
�
�N����

� ����

B �
p
�

�
� I �

� �

�
�
�N����

� ����

where

w � ��� �� � � � � ��N � ��
�

The initial conditions for Eq����� are assigned as

z � c� at t � �� ����

The properties of the random vector c is discussed below�

��� Stationarity

The physical model of Eq���� yields a stationary solution for the particle properties as shown

in the previous section� Correspondingly
 a stationary process should be sought for the

numerical model as well� The linear stochastic di�erential equations Eqs����� has been well
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studied� As pointed out by Arnold ���
 The stochastic process is stationary if and only if

hzi � const� ����

K�s� t� � h�z�s�� hz�s�i��z�t�� hz�t�i�i
� K�s� t� ����

These conditions are satis�ed if ���

�� The matrices A and B are both independent of t

�� The initial conditions c is normally distributed with zero mean and the variance K

K � K��� ����

�� The eigenvalues of A are negative�

For the numerical model
 we can see that the �rst condition is automatically satis�ed�

On the other hand
 the requirements for the initial conditions are presumedly satis�ed as

well �Eq������� Thus
 the stationarity of the process fully depends on the coe�cient matrix

A
 i�e�
 A essentially determines the feature of the system�

Suppose that an eigenvalue of A is �
 then

j �I�A j� �� ����

It follows that

j �I�A j �

����������������

�� � ��
�� � ��

� � �
���

�� � ��
� �

N
� �

N
� � � � �

N
�� �

����������������
�N����

����

� ��� ��N����� � �� � ���� ���� ��� ����



�

Then
 the eigenvalues of A are readily solved as

�i � ��� for i � �� �� � � � � N � �� ����

�N �
��� � ���

q
��� ��� � ���

�
� �� ����

�N�� �
��� � �� �

q
��� ��� � ���

�
� ��
�

It is clear that for � � �
 �N�� is not negative
 which therefore leads to an unstationary

solution ���
 whereas for � � �
 all the eigenvalues are negative real numbers so that the

stationary solution exists� Thus
 to ensure the stationarity of Eq�����
 � is chosen less than

��

For this study
 all three conditions are then satis�ed so that the numerical models are

stationary Gaussian processes ����

On the other hand
 for general t
 s � �
 one obtains

K�s� t� � K�s� t� �

��
	 eA�s�t�

K� s � t�

KeA
T �s�t�� s � t�

����

and the time scale matrix T is de�ned as

T �
Z
�

�
K�	�d	� ����

It can be seen that the time scale is essentially determined by the eigenvalues of the matrix

A� the larger the absolute value of the eigenvalue is
 the shorter the time scale is� In the

presence of time�averaging technique
 when the larger time scale �the smaller �� is chosen


the smaller the absolute value of eigenvalue of �N�� is �Fig�����
 which in turn introduces a

long time scale in the solution�

��� Analysis of Numerical Errors

Because the numerical model becomes a stationary Gaussian process
 its properties are fully

described by the mean and the covariance matrix� As for the mean hxii
 the numerical model

with the initial conditions described above gives the same result as the physical model� The

variance of hxii is
 however
 di�erent between the physical model and the numerical model�
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Figure �� The eigenvalue �N�� against � for di�erent ��

The solution for the variance are obtained and then compared to that of the physical model

to investigate the bias of the variance� To solve for the variance
 one basically needs to

calculate the covariance matrix K for the numerical model�

According to Arnold ���
 the solution of K to Eq����� is

K �
Z
�

�
eAt
BB

TeA
T tdt� ����

If the eigenvalues of A are negative �the case for � � ��
 Eq����� can be integrated by parts

so that the above equation can be equivalently solved through ���

AK�KAT � �BBT � ����

To solve for K
 we rewrite K as

K �

�
� K� K

T
�

K� KN��

�
� � ����

where K� is a symmetric square matrix �N � N�� Since each particle xi has the same

covariance with y
 we can express K� as

K� � k�w� ����



��

where k� is a constant to be determined and w is de�ned in Eq���
�� Then
 from

AK�KAT � �BBT � ��
�
� IN

�

�
� � ����

we obtain

��K� � ��k�JN � ��IN � ����

�

N
k�ww

T � �KN��� �
�

N
k�ww

T � �� ����

�k�wT � �wTKN�� �
�

N
K�w

T � �k�w
T � �� ��
�

where

JN � w
T
w�

ww
T � N� ����

It is simple to solve the above equations making the use of Sherman�Morrison�Woodbury

formula ���


K� � IN � �k�JN � ����

k� � KN�� �
�

N��� ���� � ��
� ����

Thus


hx�i i � � �
��

N��� ���� � ��
� ����

and by the de�nition the bias of hx�i i in the presence of time�averaging is

Btav �
�

�� �

�

N��� ��
� ����

Apparently
 the smaller � is �the more time�averaging�
 the smaller the bias is�

On the other hand
 by approaching ��� in Eq�����
 we can easily obtain the solution

of Eq������ The bias error for that case becomes

B� �
�

N��� ��
� ����



��

We then can de�ne the ratio btav as

btav �
Btav

B�
�

�

�� �
� ����

The behavior of btav against � is shown in Fig��� The following observations are made�

�� Each particle does not evolve independently
 instead there is correlation among the

particles although the correlation becomes weaker as N increases�

hxixji � �

� � �

�

N��� ��
� for i �� j� ����

This means the particles do not constitute a set of independent samples� Note that

the particles are correlated with y as well


hxiyi � �

� � �

�

N��� ��
� for i � �� � � � � N� ����

�� The bias scales as �
N in both cases
 which has also been found in �����

�� The time�averaging technique reduces bias by a factor of btav �

�� The smaller � is
 the smaller the bias is in the case with time�averaging �Recall that

a longer time scale is introduced as a penalty��

�� For both cases
 �� � leads to in�nite bias� The system is unstable and does not have

a stationary state�

��� Numerical Errors of A General System

It is then realized that a new estimate u of hxi can be de�ned by combining linearly fxg and
y

u � ��� ��y � �fxg� ��
�

where � is a speci�ed constant� Note that we will have hui � hxi� For � � �
 we obtain

the system of Eq����� and Eq���
� while the system of Eq���� corresponds to � � �� An

arbitrary � forms the following system which can be solved as well

dxi � ��xi � �u�dt�
p
�dWi� ����

dy � ���y � fxg�dt� ����
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For the vector form of Eq�����
 we have

A �

�
� �I� ��

N
J ���� ��wT

�
N
w ��

�
�
�N����

� ����

B �
p
�

�
� I �

� �

�
�
�N����

� �
��

As the forgoing analysis
 the variance matrix K can be written as

K �

�
� K� K

T
�

K� KN��

�
� � �
��

and we have

�K� �
��

N
KJ� ���� ��wT

wk� � �IN � �
��

�

N
ww

Tk� � �KN�� � �� �
��

�

N
wK� � �wk� �wk� � ��

N
wk�J� ���� ��KN��w � �� �
��
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Figure �� The contour plot of bgen against � and � for � � ���� 	 corresponds to the line�

� � �
��� �� along which the bias vanishes�

The solutions to these equations are

k� � KN�� �
�

��� ���� � �� ���

�

N
�
��

K� � IN �



���� ��

��� ������ ���� � �� ���

�

N
�

��

N��� ���

�
JN � �

�

The bias of hx�i i for this general case is

Bgen �
�

N��� ��

���� ���

��� ����� � �� ���
�

���� ��

N��� ���
� �
��

The ratio bgen of Bgen to B� is calculated as

bgen �
Bgen

B�
�



��� ���

��� ����� � �� ���
�

���� ��

�� ��

�
� �
��

Unlike btav
 bgen also depends on the value of � and �� As an example
 Fig���� shows the

behavior of bgen as a function of � and � for � � ����

From Eq��
�� or Eq��
��
 it is easy to �nd that if

� � ��� ��� or � �
�

�� �
� �
��



��

then

Bgen � �� ����

for ���� �� � and � �� �� In Fig����
 the symbol represents the line of Eq��
��� Surprisingly


the bias vanishes in this case� It is also noticed that

hxixji � �ij� ����

hxiui � �� ����

That is
 the particle properties turns out to be independent mutually and independent of

the estimate of the mean� It is not di�cult to verify from the particle equation that if

an estimator for hxi in the particle equation satis�es the above conditions
 the bias of the

variance of xi will vanish as well� Therefore
 we can draw the conclusion that the numerical

solutions of the particle Langevin equations have zero bias if and only if the particle properties

are mutually independent
 and independent of the estimate of the mean�

� Conclusion

The numerical implementation of PDF methods for turbulent reactive 	ows leads to a system

of stochastic di�erential equations consisting of a number of Langevin equations and an

ordinary di�erential equation when the time�averaging technique is adopted� An analysis

is carried on this stochastic di�erential system to explore the behavior of numerical errors

in the PDF methods� It has been shown that the time�averaging technique with a large

time scale can reduce the bias error� However
 there is a disadvantage of time�averaging


that is the time�averaging introduces a longer time scale in the solution so as to take longer

time to reach the stationary solution� A very interesting and important observation is that

the particle samples are mostly not independent because the expectation in the Langevin

equations has been replaced by an ensemble average of particles in the numerical calculation�

This dependence results in the bias error� However
 the time�averaging technique can be used

to uncorrelate the particle samples so as to eliminate the bias if the estimate of the mean

is approximated by a appropriate linear combination between the time averaged value and

the ensemble average� The result of this study is applicable to a system of linear simpli�ed



�


Langevin equations� The real model equations in the PDF methods are
 however
 highly non�

linear� This analysis may not apply to that case
 nevertheless it still provides a guideline for

controlling the numerical errors in the PDF methods for turbulence modeling�
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