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The intense nonlinear interaction between turbulent fluctuations and finite-rate chemistry can cause
local extinction and has a strong influence on NO production in non-premixed turbulent flames. Accurate
predictions of local extinction and NO formation in turbulent flames require a rigorous means of repre-
senting such a strong coupling of turbulence and chemistry and hence are substantial challenges for tur-
bulent combustion models. In this study, a self-contained joint velocity—composition—turbulence-frequency
probability density function (PDF) method is used to make calculations of a series of piloted-jet non-
premixed flames of methane/air. The ingredients of the present model include the simplified Langevin
model for velocity, a stochastic model of turbulence frequency, and the Euclidean minimum spanning tree
(EMST) mixing model. An augmented reduced mechanism (ARM2) for methane oxidation, which involves
19 species and 15 reactions (including NO chemistry), is incorporated into the joint probability density
function (JPDF) calculations using the in situ adaptive tabulation (ISAT) algorithm. The effects of radiative
heat loss are studied using an optically thin limit model. The calculation results show good agreement with
the experimental data, including the minor species NO and CO. The increase of local extinction with

increasing jet velocity is accurately represented by the calculations.

Introduction

One of the most important issues to address in
turbulent combustion calculations is the intense
nonlinear interaction between fluid mixing and fi-
nite-rate chemistry. Because of the presence of mul-
tiple timescales and length scales in turbulent react-
ing flows, it is computationally prohibitive to
perform direct numerical simulations in which the
flow, chemistry, and molecular transport processes
are described by their fundamental equations. How-
ever, in the past decades, several modeling meth-
odologies have been developed to handle realistic
finite-rate chemical kinetics with more accurate tur-
bulence models in a practically affordable way.
Among these are flamelet models [1], conditional
moment closures [2], and probability density func-
tion (PDF) methods [3], on the one hand, and re-
duced chemistry mechanisms [4], intrinsic low-di-
mensional manifold (ILDM) [5], and in situ adaptive
tabulation (ISAT) [6], on the other hand.

The work described in the present paper is based
on the self-contained velocity—turbulence-fre-
quency—composition PDF method [3,7]. Previous
applications of this method to non-premixed turbu-
lent flames have been made by Masri, Subramaniam,
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and Pope [8], Norris and Pope [7], Saxena and Pope
[9], and very recently Xu and Pope [10]. The present
work builds on that of Xu and Pope [10], which dem-
onstrates accurate modeling of local extinction and
reignition phenomena in piloted-jet non-premixed
turbulent flames; these phenomena are considered
to be substantial challenges for turbulent combus-
tion models.

Accurate prediction of nitric oxide (NO) formation
is another challenge, since the NO reactions are
“slow” and NO, levels in turbulent flames depend
on many factors, such as convective residence time,
local instantaneous temperature, radiative heat loss,
and different NO production mechanisms.

In this paper, the full joint PDF method is used
to calculate Barlow and Frank’s [11] piloted-jet
methane/air flames (namely, flames D, E, and F),
including NO formation and radiative heat loss.

The Flames Considered

The flames D, E, and F represent a series of pi-
loted jet flames measured by Barlow and Frank [11].
The experiment configuration is now briefly sum-
marized, The burner has a fuel nozzle of radius R
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= 3.6 mm and a premixed pilot that extends to a
diameter of D = 18.2 mm. The jet fuel is 25% CH,
and 75% air by volume, and the pilot burns a lean
premixture of CoHjy, Hy, air, CO,, and Ny with the
same nominal enthalpy and equilibrium composition
as methane/air at an equivalence ratio of 0.77. The
bulk velocities of the fuel jet are 49.6, 74.4, and 99.2
m/s for flames D, E, and F, respectively, while the
jet Reynolds numbers increase from 22,400 to
44 .800.

Strong effects of finite-rate chemistry are observed
in these flames, and, starting from flame D, local
extinction becomes visible, while flame F has signifi-
cant local extinction. In each of these flames, the
amount of local extinction reaches a peak at an axial
distance of about 30 jet radii, with reignition occur-
ring further downstream. Accordingly, the NO levels
are strongly influenced by the velocity fields and the
burning status of these flames.

Previous PDF Calculations

PDF methods at different levels have been used
to model piloted-jet non-premixed flames of meth-
ane. Saxena and Pope [9] modeled a piloted-jet
flame wusing a joint velocity—composition—turbu-
lence-frequency method. The Euclidean minimum
spanning tree (EMST) mixing model [12] and a skel-
etal C; mechanism consisting of 16 species and 41
reactions were used in the calculations. The skeletal
mechanism was implemented using the ISAT algo-
rithm [6]. Their results show that, with the skeletal
mechanism, the mass fraction of CO tends to be ov-
erpredicted by as much as a factor of 2 on the fuel-
rich side.

James et al. [13] calculated flame D using the com-
position PDF method together with the k — & model.
They compared the performance of two different
simplified chemistry mechanisms: the skeletal mech-
anism, consisting of 16 species and 41 reactions
mentioned above, and a 16-species 12-step aug-
mented reduced mechanism (ARM) [4] without NO
chemistry, which we denote by ARM1. Their results
proved that the inclusion of C, species in ARM1
remedies the deficiencies of the skeletal mechanism
in the calculation of CO.

Flames D, E, and F have been widely modeled at
the International Workshops on Measurement and
Computation of Turbulent Non-Premixed Flames
[14,15] as main target flames. Several researchers
reported PDF calculations of these flames at the
Fourth Turbulent Non-Premixed Flames Workshop.
The main feature of these computations is that they
use the joint composition PDF model, with the mix-
ing model being either IEM [16] or the modified
Curl’s model [17]. Several different reduced mech-
anisms and the detailed GRI mechanism with ILDM
are used to describe the reactions. Most of these

calculations obtained reasonable results for flame D
and for flames E and F on the fuel-lean side.

The prediction of NO is also a major concern of
the workshop, but the calculation results spread
widely compared with the experimental data. In
some calculations, the optically thin limit gas radia-
tion model was used to calculate the radiative heat
loss and its effects on NO formation, but no clear
conclusion on this issue can be drawn from these
calculations.

Barlow et al. [18] investigated the effects of radi-
ative heat loss on NO levels in three Hy/Ny/air jet
flames. The ingredients of their calculations in-
cluded the joint composition PDF model, a five-step
reduced mechanism, and an optically thin limit ra-
diation model. These flames were diluted by helium
at different levels, and the jet Reynolds numbers
ranged from 8300 to 10,000. They concluded that
radiation plays an important role in NO formation
in hydrogen jet flames, even though the radiant frac-
tions are relatively low, and an optically thin radia-
tion model is sufficient for the flames studied there.

The velocity—turbulence-frequency—composition
joint probability density function (JPDF) method
was recently applied to flames D, E, and F by Xu
and Pope [10]. Their [PDF method incorporated the
EMST mixing model [12] and ARM1 implemented
by ISAT. The calculations showed good agreement
with the experimental data of mean and conditional
mean scalars. And local extinction as well as reigni-
tion further downstream were accurately captured
by this JPDF-EMST-ISAT-ARM1 approach.

JPDF Method and Numerical Solution

The joint velocity—composition—turbulence-fre-
quency model contains the following ingredients:
The simplified Langevin model [3] is employed for
velocity. The turbulence-frequency model used here
is that of Van Slooten et al. [19]. The EMST mixing
model [12], which models mixing locally in the com-
position space through interacting particles with
neighboring particles, is used.

The modeled JPDF equation is solved by a par-
ticle/mesh method implemented in the code
PDF2DV [20]. This code uses a pseudo-time-march-
ing scheme to solve the stochastic differential equa-
tions (SDEs) in many small time steps, 4t. Statistics
of the solution evolve from the specified initial con-
dition until the statistically stationary state of interest
is reached. In each time step, separate fractional
steps are used to advance the particles in physical,
velocity, and composition spaces. The numerical
convergence and accuracy of this algorithm were
demonstrated by Xu and Pope [21].

The ISAT algorithm is coupled with the PDF2DV
code to perform the reaction calculations, with the
reaction mechanism (denoted by ARM2) being a 19-
species (including NO), 15-step augmented reduced
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FI1G. 1. Radial profiles of unconditional Favre mean and rms NO mass fractions in flame D. Symbols, experimental

data; lines, adiabatic calculations.

mechanism derived from GRI-Mech 1.2 for meth-
ane oxidation. The ISAT error tolerance, g, is set
tobe 5.0 X 1077, which can guarantee less then 1%
tabulation error for all major species and tempera-
ture, less than 10% error for CO and OH , and less
than 20% error for NO. An optically thin limit ra-
diation model [22] is implemented in the framework
of ISAT. Four gas—phase—emitting species, H50O,
CO,, CO, and CH,, are included in this model, and
their Planck mean absorption coefficients are cal-
culated by RADCAL [23].

When this paper was at the proof stage (after it
was presented at the Combustion Symposium) it was
discovered that there was an error in the implemen-
tation of radiation in the calculations, and there was
insufficient time to repeat the calculations before go-
ing to press. The calculations of the radiant fraction
and radiative heat loss rate (Fig. 5) are correct. How-
ever, the enthalpy of the computational particles re-
mained constant during reaction, rather than de-
creasing due to radiative heat loss. Hence the
calculations previously denoted as “radiant” (the
dashed lines in Figs. 1 and 2) are in fact adiabatic;
and so the small differences between the solid and
dashed lines in Figs. 1 and 2 are due solely to the
statistical variability in the calculations. As a conse-
quence, no conclusion can be drawn from these cal-
culations on the effect of radiative heat loss on NO.
It should be noted, however, that the results of
James and Anand [24] (based on PDF calculations
using the same chemistry and radiation models)

show that radiation has a negligible effect on NO in
these flames (at least up to x/R; = 60).

The calculations are Carrled out parallelized in a
61 X 61 domain with approximately 100 particles
per cell. The numerical parameters used are iden-
tical to those used by Xu and Pope [10], who thor-
oughly characterized the numerical accuracy of their
computations. From this previous study, it is known
that the numerical error in mean and root mean
square (rms) profiles are around 10% at x/R; < 30,
less than 20% at x/R; = 60, but larger at x/R = 90.
Statistics condltlone(i on mixture fraction show con-
siderably less numerical error. While the solution do-
main used extends to x/R; = 120, results are pre-
sented only where the numerlcal accuracy is assured,
namely x/R; = 60 for unconditional quantities and
x/R; = 90 for conditional quantities.

Results and Discussion

In this section, we present comparisons between
the PDF calculations and the experimental data
from Barlow and Frank’s [11] flames D, E, and F.
The PDF calculations have been performed without
radiative heat loss.

Figure 1 shows radial profiles of the unconditional
Favre mean and rms of NO mass fraction at various
axial locations for flame D. It can be seen that the
agreement between the calculations and the exper-
imental data is in general very good. The peak value
of Yyo at x/R; = 15 is somewhat underpredicted;
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FIG. 2. Conditional means in flames D and E. Symbols,
experimental data; lines, adiabatic calculations. (The bot-
tom row of figures is for flame E.)

but otherwise the calculated levels of Yyq and Yo
are in excellent agreement with the data.

Figure 2 presents the temperature and CO,, CO,
and NO mass fractions conditioned on mixture frac-
tion (&) at different axial locations for flame D and
also the conditional mean of NO for flame E. Al-
though on the fuel-rich side, CO,, CO, and NO are
slightly underpredicted at some locations, and at x/
R; = 60, the peak values of CO and NO are slightly
overpredicted, the calculation results are generally
in excellent agreement with the experimental data.
Quite similar results are observed in James and An-
and’s calculations of flame D [24], in which the same
ARM2 mechanism was used. In comparison to their
results, better predictions were achieved in the pres-
ent study on the fuel-lean side for CO and NO. For
flame E (bottom row in Fig. 2), the lower tempera-
ture and shorter residence time compared with
flame D leads to lower levels of NO. This effect is
accurately represented by the calculations.

Scatter plots of temperature and NO mass frac-
tions versus mixture fraction for flame D are shown
in Fig. 3. It is observed that the calculation points
are distributed in a narrower band compared with
those of the experimental data on the fuel-rich side.
Similar results are also observed in Xu and Pope’s
calculations. This phenomenon is most likely due to
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FIG. 3. Scatter plot of temperature and NO mass frac-
tions against mixture fraction (§) for flame D. Left, exper-
imental data; right, PDF calculations.

deficiencies of the EMST mixing model. Neverthe-
less, there is in general quite good agreement be-
tween the calculations and experiments. The local
extinction indicated by sample points with depressed
temperature and NO mass fractions in the experi-
ments is accurately captured by the calculations.

A challenge for any turbulent combustion model
is to represent accurately the increasing levels of lo-
cal extinction in flames D, E, and F. Only when the
details of turbulence and finite-rate chemistry inter-
action are described accurately can these local ex-
tinction and reignition processes be accurately pre-
dicted. A similar challenge is also associated with the
prediction of NO formation because the NO chem-
istry is far from the equilibrium in this situation. A
single variable—burning index (BI)—has been in-
troduced by Xu and Pope [10] to quantify the level
of local extinction. For a given species, Bl is defined
as the ratio of the conditional mean mass fraction
(conditioned on a mixture fraction range & < & <
¢,) to a reference mass fraction Y, which is chosen
so that BI is unity for a mildly strained laminar flame.
The burning index for temperature is defined simi-
larly. Generally speaking, smaller BI values indicate
more local extinction. Fig. 4 presents the BI of
flames D, E, and F at x/R; = 30, where most local
extinction occurs. The values of &, &,, and Y): are
given in the figure caption. The data are extracted
from experiments, from Xu and Pope’s calculations
[10] with ARM1, and from the current study with
ARM2.



PDF CALCULATIONS OF PILOTED-JET TURBULENT FLAMES 137

15 15
1 ° o w1
= Q ST e—
g === = Q ~o —
0.5 805
0 0
30 60 90 120 30 60 90 120
Y Y
1.5 1.5
= 1 o 1
o e o o
P & =~ =0y - ~ . 0
D05 =~ @05 S
~0

Q 0
30 60 90 120 30 60 90 120
U, U

i i
F1G. 4. Burning indices versus jet velocities at x/R; =
30. Symbols, experimental data; solid line, ARM2 calcula-
tions; dashed line, ARM1 calculations (Xu and Pope [10]).
For temperature, & = 0.30, &, = 0.40, T\; = 2023 K; for
CO,, & = 030, & = 040, Y = 0.1127; for CO, & =
043, &, = 053, Y, = 0.05745; for OH, & = 0.28, &, =
0.36, Y): = 4.527 X 1073

Temperature

0 20 40 60

We first discuss the results for lames D and E and
then some special considerations for flame F are de-
scribed. Especially for COy and CO, the results
clearly show the increase of local extinction with in-
creasing fuel jet velocity. Both ARM1 and ARM2
show the same trends, with ARM2 being in excellent
agreement with the data for CO, and CO. Since the
difference between ARM1 and ARM2 is only in the
NO chemistry, it is surprising that such large differ-
ences are observed for major species. This may re-
flect the sensitivity of local extinction to small ther-
mochemical changes in these flames.

For flame F, in Xu and Pope’s calculations [10],
the pilot temperature is 1860 K, which is suggested
by the experimental data and is 20 K lower than that
used in the calculations of flames D and E. In this
paper, a single pilot temperature (1880 K) is used in
all calculations. Thus, for flame F, Fig. 4 does not
show a direct comparison between ARMI and
ARM2, because the latter calculation also has a
slightly higher pilot temperature. A calculation was
also performed with ARM2 and the lower pilot tem-
perature (1860 K), the result of which was that the
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FIG. 5. Contour plots of mean temperature and radiative heat loss rate for flame E.
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flame was essentially globally extinguished (at least
for x/Ry = 90). More work is needed to determine
whether some of these observations stem from sta-
tistical variability in these near-extinction calcula-
tions or whether indeed the calculated behavior of
the flames is exquisitely sensitive to small changes in
the thermochemistry.

Figure 5 presents contour plots of the mean tem-
perature and mean radiative heat loss rate for flame
E. The temperature distribution clearly shows the
regions where local extinction and reignition pro-
cesses occur. The calculated total radiant fractions
for flames D, E, and F (for x/R; = 120) are 2.85%,
1.89%, and 1.12%, respectively, while the measured
data (for the entire flame) are 5.1%, 4.1%, and 3.0%,
respectively. The tendency for the radiant fraction
to drop as the jet velocity increases is well predicted
by the calculations, and the smaller calculated values
are consistent with the fact that the radiation from
x/R; > 120 is not included.

Conclusions

The results presented here demonstrate that the
ARM2 mechanism combined with the JPDF
method has the capability to predict accurately NO
and CO distributions in non-premixed turbulent
flames. The ISAT algorithm makes it possible to in-
corporate this complicated chemistry in JPDF cal-
culations at a reasonable computational cost, while
keeping the errors in the chemistry computations
within an acceptable specified tolerance.

The burning index is shown to be a very useful
tool to characterize the extent of local extinction.
The current calculations can predict the burning in-
dex of flames D and E quite accurately. But for flame
F, which is very close to extinction, the calculation
appears to be very sensitive to the changes of pilot
temperature. The experimental data suggest a lower
pilot temperature for flame F than for flames D and
E. Further investigation is needed to clarify this is-
sue.

The radiant fractions are calculated in this study
using an optically thin limit model and are consistent
with the measured values.

Improvements in the numerical accuracy and
computational efficiency of the algorithm employed
are desirable (and are being sought) so that calcu-
lations can be made for the downstream portion of
the flames, where the effects of radiative heat loss
may be more apparent.
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COMMENTS

R. W. Bilger, University of Sydney, Australia. I congrat-
ulate the authors on their excellent predictions of these
important and challenging experiments using our Sydney
burner. Our first-order conditional moment closure pre-
dictions [1] of flame D overpredicted the extent of the re-
action on the rich side of stoichiometric. It seems likely
that the Monte Carlo PDF simulations do better because
they inherently include the substantial fluctuations in the
scalar dissipation rate of the mixture fraction near stoichio-
metric. For the record, could you please report what these
are at several points in the flow? Could you also report what
the Reynolds number dependence of these fluctuations is
inherent in your mixing model? Is the trend consistent with
that reported in the literature?

REFERENCE

1. Roomina, M. R., and Bilger, R. W., Combust. Flame, in
press (2000).

Author’s Reply. It can be observed from the exact PDF
equation that molecular mixing affects the PDF through
the conditional mean diffusion (independent of conditional
fluctuation). In future studies of mixing models, we will
extract the conditional mean diffusion; and, with some ap-
proximation, the conditional scalar dissipation can then be
deduced.

In the modeled PDF equation, mixing occurs at a rate
determined by the mean turbulent frequency, and no mo-
lecular transport properties are involved. Hence, by con-
struction, the model has no Reynolds number dependence
per se. The calculations depend, of course, upon the jet
velocity, but it is appropriate to consider this to be a Da-
mkohler-number effect, not a Reynolds-number effect. It
would be of great interest for these piloted jet flames to be
studied experimentally at different Reynolds numbers but
at fixed Damkohler numbers to determine the true Rey-
nolds number dependence.

Jay Gore, Purdue University, USA. Are the definitions
of the radiant fractions in your calculations and in Frank
and Barlow’s measurements the same? Please note that the
wide-angle radiometer measures heat flux leaving all parts
of the flame in its view simultaneously. Therefore, the two
definitions are likely to be different. Also, can you discuss
the origin of differences in the measured and predicted
scatter plots?

Author’s Reply. In experiments, the radiant emission
from the entire flame is estimated (although the radiation
beyond x/d = 120 is neglected). In the calculations, only
the radiant emission from the solution domain (0 < x/d <
60) is included. Based on the correlation of Sivathanu and
Gore [1], we estimate that the radiant emission in the cal-
culation represents about half of that from the entire flame.
The close agreement between measured and calculated
scatter plots is very encouraging, especially the correctly
predicted trends with jet velocity and downstream dis-
tance. It should be appreciated, however, that there are
limitations in making quantitative comparisons between
the experiments and the calculations. First, the experimen-
tal plots contain data from different radial locations. These
locations and the number of samples obtained from each
are not reported. Second, in the calculations the particles
have different numerical weights, but these weights are not
distinguished on the scatter plots. Also, only a subset of
particles from the calculations is plotted. The differences
between the measured and predicted scatter plots are most
evident on the fuel-rich side, where the measured sample
points are distributed in a wider range than the predicted
points. This difference may be due to the stranding ten-
dency of the current EMST mixing model.
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1. Sivathanu, Y. R., and Gore, J. P, Combust. Flame
94:265-270 (1993).
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