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A general methodology called in situ adaptive tabulation-rate-controlled constrained equilibrium (ISAT-
RCCE) is developed to treat detailed chemistry in turbulent combustion calculations. This method com-
bines dimension reduction and tabulation and can be implemented in a single computer program, which
is independent of the detailed mechanism and of the level of reduction selected. The dimension reduction
of a detailed mechanism is achieved by the RCCE approach, which is based on the maximum entropy
principle of thermodynamics; and the tabulation is performed in situ during the combustion calculations
and is made in the low-dimensional constraint subspace. This method is particularly attractive for very
large kinetic mechanisms (e.g., including thousands of species) because the constrained equilibrium state
depends on only a small number of constraints (or constraint potentials) which form the constraint sub-
space. Moreover, the unique and continuous maximum-entropy manifold determined by the RCCE as-
sumption is well suited to the ISAT algorithm—an efficient computational technique for the implemen-
tation of combustion chemistry. Test calculations are performed for non-premixed methane/air combustion
in a statistically homogeneous turbulent reactor, using a detailed kinetic mechanism with 31 species and
175 reactions. A direct approach of numerically integrating the full reaction equations (32-dimensional) is
performed and the result is taken as the exact solution. The ISAT-RCCE calculations based on 10- to 16-
dimensional constraint subspaces show good agreement with the accurate solution, and the accuracy of
the results from the 16-dimensional ISAT-RCCE calculation is comparable to that of a reference calculation
using ISAT and a 17-dimensional augmented reduced mechanism (derived from the same detailed mech-
anism). A speed-up factor of about 500 is obtained for the ISAT-RCCE calculation compared to the direct
integration approach, which demonstrates the high efficiency of the new method.

Introduction

Combustion chemistry is highly complex: a real-
istic description of even the simplest hydrocarbon
oxidation involves tens of species undergoing hun-
dreds of reactions, and the time scales vary over
many orders of magnitude. Unfortunately, despite
the rapid advances in computational power, for most
practical turbulent combustion phenomena, it re-
mains impracticable to make direct numerical sim-
ulations (or even model calculations) including such
detailed chemistry. This fact has provided the mo-
tivation in the past two decades for the development
of methodologies to reduce the computational cost
of solving the equations governing the complex
chemical system.

Among the available techniques, two of the most
frequently used in the literature are dimension re-
duction and storage/retrieval. From a geometric
point of view, dimension reduction methods repre-
sent the chemical kinetics on a low-dimensional
manifold in composition space. These manifolds are

identified via, for example, quasi-steady-state as-
sumptions (QSSA) [1,2], the maximum entropy prin-
ciple of thermodynamics (rate-controlled con-
strained equilibrium, RCCE) [3], or a dynamical
systems approach (ILDM) [4]. On the other hand,
storage/retrieval is aimed at the computationally ef-
ficient implementation of the chemical mechanisms
(full or reduced) in combustion calculations. There
are many methods that fall in this category, such as
the tabulation methods structured look-up table
(LUT) [5] and in situ adaptive tabulation (ISAT) [6].
Others include those that rely on orthogonal poly-
nomials (repromodeling [7], PRISM [8]), artificial
neural networks [9], and high-dimension model rep-
resentations (HDMR) [10].

The application of structured LUT is restricted to
systems of quite low dimension (e.g., n � 2 or 3),
because the table storage and retrieval work increase
exponentially with n. The ISAT scheme creates an
unstructured look-up table dynamically as the reac-
tive flow calculation is performed. For a given com-
bustion problem, with the chemistry described at
different levels (characterized by the dimension n),
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TABLE 1
Attributes of different dimension reduction methodologies

ILDM QSSA RCCE

Identification of fast directions Automatic/local Specified/global Specified/global
Uniqueness and continuity of manifold Not always Not always Guaranteed
Inertial manifold No No No
Second Law of thermodynamics ? ? Satisfied
Ease of parametrization Difficult Simple Simple
Size of nonlinear equation system n � nr n � nr nr

both the storage and the retrieval work in ISAT in-
crease as n2. This feature enables ISAT to implement
moderate-size chemical mechanisms efficiently and
thus capture the combustion characteristics in more
detail. Successful applications of ISAT to realistic
turbulent combustion modeling have been reported
recently [11–13], where two augmented reduced
mechanisms [14] comprising about 20 species are
employed in the calculations. This approach is re-
ferred to as ISAT-QSSA.

In the ISAT-QSSA approach, the reduction
(QSSA) and tabulation (ISAT) are separate and are
implemented using separate computer programs.
Different QSSA schemes must be developed for dif-
ferent fuels and for different detailed mechanisms.
The objective of the present work is to develop a
general, combined reduction/tabulation methodol-
ogy. An example of the application of this type of
methodology is as follows: a detailed 100-species
mechanism is provided; the reactive flow calculation
is performed in terms of 10 reduced variables; and
the reduction/tabulation methodology determines
and tabulates (in situ) the necessary information
about the 10-dimensional reduced system based on
the 100-species detailed mechanism. This method-
ology can be implemented in a single computer pro-
gram, which is independent of the detailed mecha-
nism and of the level of reduction selected.

In this paper, we report the development of such
a combined methodology (ISAT-RCCE), in which
the reduction is based on the RCCE approach, and
the tabulation is performed by ISAT.

The three reduction methodologies—QSSA,
RCCE, and ILDM—each has advantages and dis-
advantages, which are summarized in Table 1.
ILDM has the advantage of automatically identify-
ing the fast directions locally in composition space.
However, as the basis of a generally applicable meth-
odology, the fact that the manifolds are not neces-
sarily continuous appears to be an insuperable prob-
lem. These discontinuities stem from the fact that,
although the Jacobian of the reaction rates varies
continuously in composition space, its invariant sub-
spaces do not. RCCE has several characteristics that
suit it well to a generally applicable methodology:

the maximum-entropy manifold is guaranteed to ex-
ist, to be unique, and to be continuous, and it is
readily parametrized (by the chosen constraint vari-
ables).

In each of the three reduction methods, given the
reduced description of the composition (in terms of
nr variables), the full composition (n variables) im-
plied by the method is determined by solving a set
of nonlinear equations. RCCE is distinguished by
the fact that the nonlinear system consists of just nr
equations, rather than n or n � nr in ILDM and
QSSA. This makes RCCE particularly attractive for
very large mechanisms (e.g., n � 1000 [15]).

The structure of the paper is as follows. The math-
ematical descriptions of ISAT and rate-controlled
constrained equilibrium are stated in the next two
sections. We then present the implementation of
ISAT-RCCE. The accuracy and efficiency of ISAT-
RCCE are then demonstrated by making compari-
sons with detailed kinetic calculations. This is done
for the test case of a nonpremixed pairwise mixing
stirred reactors using a detailed mechanism for
methane oxidation. Conclusions are drawn in the fi-
nal section.

Methodology

To simplify the notation, we consider a homoge-
neous reactive gaseous flow, although the new meth-
odology is generally applicable to other complex sit-
uations. The thermochemical state of the mixture is
completely determined by ns � 2 variables (where
ns denotes the number of species), namely, the spe-
cific mole numbers �i (moles of species i per kg of
mixture), the specific enthalpy H, and the system
pressure P. Thus, the state of the chemical system is
given as a point in an n(� ns � 2)-dimensional com-
position space Z. The evolution of the state vector
u � (�1, �2, . . . , �ns, P, H)T in the space Z is
described by

�̇ � du/dt � s(u[t]) (1)

where s is an n � 1 vector representing the rate of
change due to reaction.
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ISAT

For a given fixed time interval Dt, the reaction
mapping R(u) is defined to be the solution to equa-
tion 1 after time Dt from the initial condition u. In
ISAT, information about R(u) is stored at tabulation
points. At the mth point, the initial composition is
u(m), the mapping is R(m) � R(u(m)), and the map-
ping gradient is A(m) � A(u(m)), where

A (u) � �R (u)/�u (2)ij i j

A linear approximation to R(u) for points u close to
u(m) is

(m) (m) (m) (m)ˆR(u) � R (u) � R � A (u � u ) (3)

The retrieval is based on the linear approximation
equation 3, given that the error involved is less than
a specified tolerance etol. If the linear approximation
is insufficiently accurate, then a table entry is added
at the point u by directly integrating equation 1. A
complete description of ISAT can be found in Ref.
[6].

RCCE

The RCCE [3,16] method is based on the as-
sumption that the fast reactions (in a complex react-
ing system) cause the composition to relax to a par-
tial equilibrium state, subject to the constraints
imposed by slow reactions. Here (in addition to the
pressure P and enthalpy H), we take the nc con-
straints to be the specific moles of the ne elements
and of a specified set of (nc � ne) species and/or
their linear combinations. The system reaches com-
plete equilibrium by evolving on a low-dimensional
manifold of constrained equilibrium states. This nc-
dimensional constrained equilibrium manifold can
be determined by maximizing the entropy subject to
the values of the constraints. Thus, only the rate
equations of the slowly changing constraints need be
integrated, and the size of this ordinary differential
equation (ODE) system (nc) can be much smaller
than the number of species (ns). Moreover, the con-
strained equilibrium problem can be solved eco-
nomically using the concept of Lagrange multipliers
[3,16,17], where nc constraint potentials (k1, k2, . . . ,
knc) (Lagrange multipliers conjugate to the con-
straints) uniquely determine all species compositions
in the constrained equilibrium state.

For given pressure P and enthalpy H, the con-
strained equilibrium state is represented by the vec-
tor of specific mole numbers � � (�1, �2, . . . , �ns)T

whose evolution can still be described by equation
1—replacing u by �—but only has nc degrees of
freedom. The relationships among constraints c,
constraint potentials k, and composition � are re-
vealed in Refs. [3,17] and are presented here. The
nc constraints are

c � B � , i � 1, . . . , n , j � 1, . . . , n (4)i ji j c s

where Bji is the value of constraint i for the species
j. It is required that the constraints be linearly in-
dependent, so that the matrix B has full column
rank. The constrained equilibrium composition can
be expressed in terms of k as

� � N exp {�g̃ (P, T) � B k } (5)j j jk k

where
ns

N � � (6)� j
j�1

is the total specific numbers of mole of the mixture,
and g̃j is the dimensionless standard Gibbs free en-
ergy of species j.

By differentiating equation 4 with respect to time
t, and combining with equation 1, we obtain the rate
equations for constraints:

cċ � s , i � 1, . . . , n , (7)i i c

where

Œ
cs � B � � B s (8)i ji j ji j

is a function of P, T, and �. The dynamics of the
chemical system can then be described by equation
7 in RCCE instead of equation 1.

Equivalently, the rate equations for the constraint
potentials were also derived in Ref. [3]. The method
which involves direct integration of the rate equa-
tions for the constraint potentials has been tested for
stoichiometric mixtures of hydrogen and air in an
adiabatic constant-volume chamber [16].

Implementation

We first decompose the n-dimensional (n � ns � 2)
composition space Z into two subspaces: the nr-di-
mensional constraint subspace X and its orthogonal
complement—the unrepresented subspace Y with
dimensionality n � nr. Thus, the constrained equi-
librium manifold can be parametrized in the sub-
space X, and the tabulation on this low-dimensional
subspace is straightforward. In general, the ISAT al-
gorithm can be applied to any differentiable map-
ping problem in the form of x� f(x), while in ISAT-
RCCE, x becomes the initial constraints vector c0,
and f is the reaction mapping Q(c0) in the same sub-
space X. Rigorous definition of Q is given later.

Table Generation

Two basic processes are carried out in the ISAT-
RCCE algorithm: the table generation (additions
and growths, see Ref. [6]) and retrievals. The major
task in building up the unstructured table can be
defined as: given an initial point in the subspace X,
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Fig. 1. Sketch for different implementations of ISAT-
RCCE showing the initial point �0 and its reaction map-
ping R (�0) in the full space and in the reduced constraint
space c0, Q(c0).

determine the reaction mapping in the same sub-
space by integrating the ODEs associated with the
constrained equilibrium manifold. Traditionally in
RCCE [3,18], equation 7—the rate equations of
constraints—are integrated in a stepwise fashion. In
our implementation, the process becomes: given the
initial value c0 and Dt, integrate equation 7 over this
time interval, and the solution is the reaction map-
ping Q(c0). We call this implementation I1. If a mul-
tistep ODE solver is used, the solution trajectory in
the space Z can be portrayed as the dashed line in
Fig. 1. Since the manifold is not inertial, the con-
strained equilibrium composition must be evaluated
at each substep and the trajectory is projected back
onto the manifold.

An alternative approach suggested in Ref. [3] is to
integrate the rate equations for the constraint poten-
tials. This implementation (I2) explicitly solves for k
and is expected to be more economical than the pre-
vious one. However, it is the constraint values that
are communicated with the outside reactive flow
code. So two additional pieces of work must be per-
formed by solving equations 4–6: convert the con-
straints c0 to the initial constraint potentials k0, and
change k1—the solution after time Dt—back to con-
straints, that is, to the reaction mapping Q(c0). The
solution trajectory of this approach is drawn as the
solid line in Fig. 1, which follows the manifold ev-
erywhere in space Z. It is noted that as the sub-time
step dt approaches 0 in solving the equations, I1 and
I2 will generate the same results and thus are fully
consistent with each other.

Our current table generation process (I3) is
slightly different from the above discussions and can
be viewed as an approximation to I1. As shown in

Fig. 1 by the dotted line, after getting the initial con-
strained equilibrium composition �0 from c0, we
solve the entire ODEs system equation 1 over the
time interval Dt, and the resulted R(�0) is no longer
on the manifold. The required reaction mapping
Q(c0) is simply the orthogonal projection of R in the
Z space onto the X subspace and can be written as

0 0Q (c ) � B R (� ) (9)i ji j

I3 is easily achieved by slightly modifying the existing
ISAT program, and all results presented here are
generated by this approach. Nevertheless, there is
no doubt that I2 is a superior approach, and its im-
plementation is in progress.

Retrieval

The retrieval process is based on the linear ap-
proximation similar to equation 3, but in the reduced
subspace X. For the mth table entry, it reads

(m) (m) (m) (m)ˆ ¯Q(c) � Q (c) � Q � A (c � c ) (10)

where the nc � nc modified mapping gradient ma-
trix Ā is defined as Āij(c) � �Qi(c)/�cj. To implement
ISAT, it is necessary to have a procedure to evaluate
the matrix Ā. This is straightforward whether RCCE
is implemented by solving equation 7 for c (I1), the
rate equations for k (I2), or (as we do here) equation
1 for R(�0) and then obtaining Q(c) from equation
9 (I3).

For implementation I1, the mapping gradients Ā
are related to sensitivity coefficients. When solving
equation 7, the first-order sensitivity coefficients
with respect to initial conditions are defined by

0 0G (c , t) � �c (t)/�c (11)ij i j

and then the mapping gradients are
0 0Ā(c ) � G(c , Dt) (12)

It is readily deduced from equation 7 that G evolves
according to the linear system of ordinary differen-
tial equations

0 0Ġ(c , t) � J(c[t])G(c , t) (13)

where J is the Jacobian Jij(c) � and thec�s (c)/�c ,i j
initial condition is G(c0, 0) � I. In the computa-
tional implementation of the method, equations 7
and 13 can be solved together using the DDASAC
code [19] to obtain Q(c0) and Ā(c0).

For I2 and I3, the gradient matrix Ā can be ex-
pressed by chain rule as

1 1 0 0 00Ā � �Q /�c � (�Q /�k )(�k /�k )(�k /�c ) (14)ij i j i k k l l j

and
0 0 00Ā � �Q /�c � (�Q /�R )(�R /�� )(�� /�c ) (15)ij i j i k k l l j

respectively. The evaluations of the different terms
in equation 15 are given in the Appendix.



COMBUSTION CHEMISTRY WITH DIMENSION REDUCTION 1415

Reactive
Flow
Code

In Situ
Adaptive

Tabulation

Dimension
Reduction
by RCCE

Detailed
Chemical

Mechanism

∆t, εtol

cq

Q(cq)

c0 Q(c0) A(c0)

φ0(c0)

s(φ0)

B

_

Fig. 2. Overview of the interconnection between a re-
active flow code, the ISAT-RCCE algorithm, and a detailed
chemistry mechanism.

Figure 2 gives an overview of the functioning of
the ISAT-RCCE algorithm in terms of computer
program modules. The reactive flow code initializes
ISAT-RCCE by providing the time step Dt, the error
tolerance etol, and the definition of constraint sub-
space X (in terms of the constraint matrix B). After
that, the ISAT-RCCE can be treated as a black box—
receiving query constraints cq and returning the
mapping Q(cq) (to the required accuracy). The high-
dimensional detailed mechanism serves as a data-
base, which evaluates the rate of change due to re-
action corresponding to the received manifold
compositions.

Test Results

Pairwise Mixing Stirred Reactor Test Case

The pairwise mixing stirred reactor (PMSR) is a
stringent test bed for chemistry implementation. A
description of PMSR is given in Ref. [20] and briefly
repeated here. At time t, the PMSR consists of a
specified even number M of particles whose con-
straint vectors are denoted by c[1](t), c[2](t), . . . ,
c[M](t). With Dt being the specified time step, at the
discrete times kDt (k integer) events occur corre-
sponding to outflow, inflow, and pairing. Between
these discrete times, the composition of particles
evolves by a mixing fraction step (with smix being the
mixing time scale) and a reaction fraction step, in
which the particles evolves by equation 7.

With sres being the specified residence time, out-
flow and inflow consist of selecting 1⁄2MDt/sres pairs
at random and replacing their constraints according

to inflow compositions, which are drawn from a
specified distribution. With spair being the specified
pairing time scale, 1⁄2MDt/spair pairs of particles
(other than the inflow particles) are randomly se-
lected for pairing.

The values of the parameters used in the PMSR
calculations are chosen as the following: M � 100,
Dt � 0.1 (ms), sres � 10 (ms), and smix � spair �
1 (ms). Calculations are performed adiabaticallywith
constant pressure. There are three in-flowing
streams: air (79% N2, 21% O2) at 300 K; methane
at 300 K; and a pilot stream consisting of an equilib-
rium, stoichiometric fuel/air mixture at 2595 K. The
mass flow rates of these streams are in the ratio
0.85:0.05:0.1.

Performance of ISAT-RCCE

The GRI-Mech 1.2 [21] is taken to be the detailed
mechanism with the total degrees of freedom of the
system being 32 (number of species plus enthalpy).
Three different tests (referred to as C1, C2, and C3)
are performed. In C1 the constrained species are
H2O, CO2, O2, CH4, and CO. Three more species
(H2, OH, and O) are added to form the constraint
subspace in C2, and in C3 an additional three species
(CH3, C2H2, and C2H4) are included. Additional
constraints are imposed on all four elements and en-
thalpy, and hence the dimension reductions are from
32 to 10, 13, and 16 for the three cases, respectively.
The error tolerance etol in ISAT is set to be 5 �
10�4.

To test the accuracy of the algorithm, we solve the
entire ODE system (32-dimensional) by direct in-
tegration (DI) to get the accurate solution. Both DI
and ISAT-RCCE calculations bear the same in-flow-
ing condition; thus a direct comparison can be made
between them. Fig. 3 shows the relative error in spe-
cies compositions, temperature, and density against
their reference values for one particle (advanced
over 2000 time steps in the statistically stationary
state). It can be observed that, as the number of
constraints increases, the error in the constrained
species decreases. For C3, the relative errors in ma-
jor species (including CO and H2) are under 3% with
the errors of other constrained species being less
than 10%. For density (q) and temperature (T) re-
quired by the outside reactive flow code, the predic-
tions are very good for all three cases with errors less
than 2%. Large errors can be found for unrepre-
sented species. The results show that bringing some
unrepresented species into the constrained subspace
effectively improves their predictions (e.g., the error
of C2H4 changes from 150% in C2 to 9% in C3).
The works in Refs. [3,16,18] suggest another possi-
bility to improve the accuracy, which is to impose
constraints on linear combinations of species instead
of individual species. Investigation of this issue is a
subject of future work.
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Fig. 3. Relative errors against reference values for one
particle (different constraints). � �r ISAT DIe R |� (t) � (t)|i t i i

� � where the superscript ISATISAT DI200/R (� (t) � (t)),t i i

denotes the results from ISAT-RCCE and DI denotes the
accurate solution. is the accurate mean specific moleref�i

number of species i over time t. Constrained species, bold
empty symbols; unrepresented species, normal empty sym-
bols; density and temperature, solid symbols.

Fig. 4. Relative errors against reference values for one
particle (different constraints). � �r ISAT DIe R |� (t) � (t)|i t i i

� � where the superscript ISATISAT DI200/R (� (t) � (t)),t i i

denotes the results from ISAT-RCCE or ISAT-QSSA and
DI denotes the accurate solution. is the accurate meanref�i

specific mole number of species i over time t.

A reference ISAT-QSSA calculation (using a 17-
dimensional augmented reduced mechanism [14]
derived from GRI-Mech 1.2) is also performed, and
the results (see Fig. 4) show comparable accuracy to
that of C3. For the species in the constrained sub-
space, temperature, and density, the calculation er-
rors are at the same level for the two methods, while
for those species in the unrepresented subspace of
C3 but explicitly included in the reduced mecha-
nism, the ISAT-QSSA calculation shows relatively
better results, except for H2O2 which is not well pre-
dicted in both calculations.

The ISAT-RCCE algorithm inherits the high effi-
ciency of ISAT. In our test case C3 (calculation for
105 residence times), a speed-up factor of around
500 is achieved in terms of CPU time relative to the
calculation by direct integration of the full set of gov-
erning equations. With the same ISAT error toler-
ance, our current implementation (I3) of the ISAT-
RCCE algorithm spends more CPU time in building
and updating the tabulation table than the ISAT-
QSSA method does. However, the total CPU times
of the test calculations using the two methods are
still comparable because it is the linear retrieval pro-
cess that dominants the CPU time consumption in
a long run. Further improvment in efficiency can be
expected after implementing I2 in ISAT-RCCE.

Conclusions and Future Work

A new accurate and efficient methodology ISAT-
RCCE is developed to incorporate combustion
chemistry in reacting flow modeling. The test results
(C3) from the new method are in good agreement
with the accurate solution (less than 3% error for
density, temperature, and major species including
CO and H2), which is comparable to an ISAT-QSSA
calculation with a similar level of dimension reduc-
tion (32 to 17). A speed-up factor of around 500 (in
C3) is obtained compared to the direct integration
approach and is also comparable to that of the ISAT-
QSSA method.

In future work, a more consistent and economic
implementation (I2) of ISAT-RCCE will be devel-
oped as well as the methodology to choose the op-
timal constrained subspace, and the application of
this method in practical combustion calculations is
expected.

Appendix

Equation 15 can be written in matrix form

TĀ � B A T (16)

where Bki � �Qi/�Rk is the constraints matrix in
equation 9; A is defined in equation 2 and can be
calculated by DDASAC while solving equation 1 in
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I1. The ns � nc matrix T is defined as Tij � ��i/�cj.
It should be pointed out that the column vectors of
T span the tangent plane of the constrained equilib-
rium manifold at point c and they can be evaluated
analytically through k.

For simplicity, we derive the expression for T at
constant temperature and pressure such that the
Gibbs free energy g̃ is fixed. Let us first differentiate
equation 5 with respect to the constraint c

�� /�c � � � ln{N}/�c � � B �k /�c (17)j k j k j (j)i i k

Then we differentiate equation 4 (written for cl) and
substitute equation 17 to obtain

d � B �� /�c � c � ln{N}/�clk jl j k l k

� D �k /�c (18)li i k

with Dli � Bkl�kB(k)i. Summing equation 17 over
j � 1, . . . , ns, we obtain

ns

�� /�c � �N/�c � �N/�c� j k k k
j�1

ns

� � B �k /�c (19)� j ( j )i i k
j�1

and thus
ns

� B �k /�c � c �k /�c � 0 (20)� j ( j )i i k i i k
j�1

By manipulating equations 17, 18, and 20, the matrix
T can be expressed as

T � �l � U (21)
with li � � ln{N}/�ci, Uji � �jB(j)kLki, and Lik �
�ki/�ck. The 1 � nc vector l and the nc � nc matrix
L can be computed by

T �1 T �1l � (c D )/(c D c)
�1 �1 T �1 T �1L � D � (D cc D )/(c D c) (22)

Thus, given the constraint c and the corresponding
equilibrium composition �, the tangent plane of the
manifold is known. The matrix D must be nonsin-
gular at every point on the manifold for equation 22
to be well posed. It is easy to show that sufficient
conditions for D to be non-singular are that the con-
straints be linearly independent and that the species-
specific moles be strictly positive.

Acknowledgment

This work is supported by Air Force Scientific Office of
Research grant F-49620-00-1-0171.

REFERENCES

1. Smooke, M. D., (ed.), ‘‘Reduced Kinetic Mechanisms
and Asymptotic Approximations for Methane-Air
Flames,’’ Lecture Notes in Physics, Vol. 384, Springer,
Berlin, 1991.

2. Lam, S. H., and Goussis, D. A., Proc. Combust. Inst.
22:931 (1988).

3. Keck, J. C., Prog. Energy Combust. Sci. 16:125 (1990).
4. Mass, U., and Pope, S. B., Combust. Flame 88:239

(1992).
5. Chen, J.-Y., Kollmann, W., and Dibble, R. W., Com-

bust. Sci. Technol. 64:315 (1989).
6. Pope, S. B., Combust. Theory Modelling 1:41 (1997).
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