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In modeling turbulent reactive flows based on the transport equation for the joint probability density function
(jpdf) of velocity and composition, the change in fluid composition due to convection and reaction is treated
exactly, while molecular mixing has to be modeled. A new mixing model is proposed, which is local in
composition space and which seeks to address problems encountered in flows with simultaneous mixing and
reaction. In this model the change in particle composition is determined by particle interactions along the edges
of a Euclidean minimum spanning tree (EMST) constructed in composition space. Results obtained for the
model problem of passive scalars evolving under the influence of a mean scalar gradient in homogeneous
turbulence are found to be in reasonable agreement with experimental findings of Sirivat and Warhaft (1983).
The model is applied to the diffusion flame test model problem proposed by Norris and Pope (1991) and its
performance is found to be superior to that of existing models. The essential feature of the new EMST mixing
model, which accounts for its success in the diffusion flame test, is that mixing is modeled locally in composition
space. © 1998 by The Combustion Institute

NOMENCLATURE

A acceleration
B model coefficient
C convex region in composition space
Cf model constant
Cbg covariance matrix
D number of composition variables
$ diffusion coefficient in Langevin

equation
fUf, f joint velocity–composition

probability density function (pdf)
F cumulative distribution function

(cdf) of composition
FZ cdf of particle age
G standardized normal cdf
H Heaviside function
I indicator function
k turbulent kinetic energy
M, M interaction matrix
n decay exponent in grid turbulence
N number of particles
p probability, pressure
Rl Taylor-scale Reynolds number
s scaled time
S reaction rate
t time
T, T transformation matrix

7 inverse drift term
u fluctuating velocity field, uj 5 Uj 2

^Uj&
U, U velocity
8 uniformly distributed random

variable
V sample space variable of U
w importance weight
wn edge-weight of nth edge
Wn cumulative edge-weight of nth edge
x Cartesian vector in physical space
X mapping
X particle position
Y reaction progress variable
z sample space variable of Z
Z age property

Greek Symbols

a model parameter controlling the
variance decay rate

G composition diffusivity
e mean dissipation rate of turbulence
h sample space variable of Gaussian
Q mixing model term
l matrix eigenvalue
n edge index
j mixture fraction
P mixing model matrix
r scalar–velocity correlation
¥ variance function
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t time-scale, turbulence time-scale
w fluctuating composition field, wb 5

Fb 2 ^Fb&
f, f, F composition
f* fluctuating composition
xbg joint-dissipation tensor
c sample space variable of f
V particle exchange coefficient
^v& mean turbulent frequency

Subscripts

0 initial condition, state 0
1 state 1
MC mapping closure quantity
T quantity associated with the tree
i, j, m, n particle index in ensemble, index of

Cartesian coordinate
I corresponding to the IEM model
k index of Cartesian coordinate
l lean, lower value of interval
r rich
s stoichiometric
ss statistically stationary value
u upper value of interval
w width of interval
b index of composition variable
n edge index
f quantity associated with

composition

Superscripts

i particle index in ensemble
b index of composition variable
* transformed quantity
9 fluctuating quantity, standard

deviation thereof

INTRODUCTION

In turbulent reacting flows the fluid composition
field at any given physical location changes due
to convection, molecular mixing, and reaction.
Probability density function (pdf) formulations
are particularly suitable for the modeling of
turbulent combustion problems since the effects
of reaction and convection are in closed form
[1]. Furthermore, in turbulent combustion,
where the reaction rate exhibits a highly nonlin-
ear dependence on temperature, the pdf ap-

proach is capable of predicting important ex-
tinction phenomena more accurately than
moment closures which rely on questionable
closure assumptions for the mean reaction rate.
Pdf calculations of piloted jet diffusion flames
[2] show good agreement with experimental
measurements. In spite of the success of pdf
methods in predicting phenomena such as ex-
tinction [2], studies [3] have revealed serious
deficiencies in the modeling of the molecular
mixing term in particular circumstances. The
objective of this paper is to develop an im-
proved mixing model which describes the mix-
ing of an arbitrary number of reactive scalars in
inhomogeneous flows.

Modeling mixing in pdf methods involves
prescribing the evolution of stochastic particles
in composition space such that they mimic the
change in the composition of a fluid particle due
to mixing in a turbulent flow. In addition to the
closure and realizability problems common to
all turbulence modeling, there are issues such as
localness (described later in this section) which
are specific to modeling mixing. Some of the
difficulties inherent in developing a mixing
model for multiple reactive scalars are now
described.

The rate of scalar variance decay in high
Reynolds number turbulence is controlled by
the large scales. In the absence of a model for
the scalar gradients or energy transfer in the
scalar spectrum, it is reasonable to assume that
the scalar variance decay rate is proportional to
the mean turbulent frequency. The evolution of
the scalar pdf, however, is determined by turbu-
lent motions down to the smallest scales. There-
fore, the scalar pdf evolution is difficult to
model without explicit characterization of the
small scales. Accounting for the effect of the
small scales is also the natural way to include
the effects of species diffusivity and differential
diffusion. However, the description of these
processes necessitates a higher level of closure
and more computational expense.

Despite these observations, there is scope for
improving mixing models without resorting to a
higher level of closure. This is achieved by
requiring mixing models to satisfy modeling
principles that have a physical or mathematical
basis. One principal drawback of many mixing
models in current use (notably the interaction
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by exchange with the mean (IEM) mixing model
[4]) is that they are not local in composition
space. In nonpremixed combustion with fast
chemistry and initial equilibrium condition, the
reaction is confined to reaction sheets and this
drawback can result in the unphysical mixing of
cold fuel and oxidizer across the reaction sheet
as demonstrated by Norris and Pope [3] in a
diffusion flame test problem. Such behavior is
observed because the IEM (and other) mixing
models violate the physics of mixing: namely,
that it is the composition field in the neighbor-
hood (in physical space) of a fluid particle that
influences its mixing. Since the composition
fields encountered in reality are smooth, this
neighborhood in physical space corresponds to
a neighborhood in composition space. It follows
that if a mixing model is to perform satisfacto-
rily in the diffusion flame test problem, which is
representative of the coupling of reaction and
mixing in nonpremixed combustion, then the
model should reflect the fact that the change in
composition due to mixing is influenced by the
neighborhood in composition space. This moti-
vates inclusion of a new principle which mixing
models should satisfy, namely localness in com-
position space.

For any turbulent reactive flow there exists a
region in composition space called the realiz-
able region within which any point corresponds
to a possible composition value that a fluid
particle may attain. Points in composition space
that lie outside the realizable region correspond
to compositions that cannot occur and have no
physical meaning (for instance, if the composi-
tion variables represent species mass fractions
these may correspond to negative mass fractions
or mass fractions greater than unity). Conse-
quently mixing models should preserve the
boundedness of compositions. The goal of this
modeling effort is to provide a phenomenolog-
ical description of mixing (without explicit rep-
resentation of the physical processes associated
with the small scales), while satisfying the im-
portant principles of boundedness and local-
ness.

In this paper a new mixing model (referred to
as the Euclidean minimum spanning tree
[EMST] mixing model) that is local in compo-
sition space is described. This particle interac-
tion mixing model is an extension of the map-

ping closure particle model to multiple scalars.
For the purposes of validating the mixing
model, an inert flow is first considered. The
problem of scalar mixing under the influence of
an imposed mean scalar gradient has been
studied experimentally [5]. A model problem
based on this flow is posed and results are
presented. Comparisons are made with the ex-
perimental data and direct numerical simula-
tions (DNS) data of Overholt and Pope [6]. The
model performance in reactive flows is tested
using the diffusion flame test model problem
posed by Norris and Pope [3]. Results are
compared with those obtained using the IEM
mixing model. An earlier version of the EMST
mixing model has also been applied to the
piloted jet diffusion flame [7]. Qualitative re-
sults support the hypothesis that the model’s
localness property is responsible for an im-
proved description of mixing at various axial
locations in the flow field.

MIXING MODELS

In this section the EMST mixing model is
placed in the context of existing modeling ef-
forts by first describing a class of mixing models
to which it belongs. A list of performance
criteria for mixing models is then presented. It is
shown that the class of mixing models under
consideration naturally satisfy some of these
performance criteria.

In Monte Carlo simulations of inhomoge-
neous flows the solution domain in physical
space is discretized into a number of cells for
the purpose of extracting local mean quantities
which appear in the particle evolution equa-
tions. Properties of particles drawn from the
same cell are local in physical space. Further-
more, to a first approximation, the property
fields in a cell can be assumed to be statistically
homogeneous. Within each cell at any given
time t, the joint pdf of velocity and composition
is represented by an ensemble of N particles. If
the number of compositions is D, let wi repre-
sent the importance weight (such that the par-
ticle weights sum to unity) and fbi (b 5 1, . . . ,
D) represent the composition of the ith particle
(i 5 1, . . . , N) at time t. Also let X(i) represent
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the position and U(i) represent the velocity of
the ith particle.

The evolution equations of these particle
properties can be written as:

dX~i!

dt
5 U~i! (1)

dU~i!

dt
5 A~i! (2)

dfbi

dt
5 Qb

~i! 1 Sb~@fi#!, (3)

where A(i) represents a model for the particle
acceleration, Qb represents the mixing model
and Sb([fi]) represents the reaction rate of the
bth scalar, and [fi] represents the vector of
compositions corresponding to the location of
the ith particle in composition space. Each par-
ticle’s position evolves according to its velocity
and the velocity evolves by the model for parti-
cle acceleration. Mixing models describe the
evolution of particle compositions in composi-
tion space which represent (in a stochastically
equivalent sense) the composition change of a
fluid particle under the effect of molecular
mixing.

The evolution equation for the joint pdf of
velocity and composition fUf(V, c; x, t) (denot-
ed f for brevity) implied by the particle equa-
tions is

f
t

1 Vj

f
 xj

5 2


Vk
@^ AkuV, c&f#

2


cb

@^QbuV, c&f#

2


cb

@Sb~@c#! f#. (4)

Particle Interaction Mixing Models

Particle interaction mixing models are charac-
terized by

Qb
~i! 5 2

1
w~i!

Mij
~b!fbj

. (5)

The matrix Mij
(b) represents the interaction be-

tween particles i and j for the bth scalar (in
practice the same matrix describes the interac-

tion for all the scalars but this is not required).
Summation is implied over repeated indices
unless they are in parentheses. Thus, in Eq. 5
there is summation over the suffix j, but not
over i.

The specification of the interaction matrix
coefficients cannot be arbitrary. In fact, several
restrictions arise from principles that guide the
modeling of mixing. It is useful to summarize a
provisional list of these principles, which also
serve as performance criteria on the basis of
which the merit of different mixing models can
be evaluated.

Performance Criteria for Mixing Models

Conservation of Means

The exact evolution equations of the composi-
tion fields and their moments imply specific
conditions that mixing models (Qb) must satisfy.
For particle interaction mixing models this im-
poses conditions on the matrix interaction coef-
ficients (Mij). In deriving these exact equations
it is convenient to omit the terms due to reac-
tion (since reaction is in closed form) though
the mixing models themselves are valid for both
inert and reactive flows.

Consider a set of D conserved, inert, passive
composition fields, Fb(x, t), b 5 1, . . . , D,
each with the same diffusivity G, evolving from
arbitrary initial conditions in constant density
turbulence. Assuming Fickian diffusion, their
evolution is described by:

Fb

t
1 Uj

Fb

 xj
5 G

2Fb

 xk xk
, (6)

where Uj(x, t) is the turbulent velocity field.
The evolution of the mean composition fields,

^Fb&, is given by

^Fb&

t
1 ^Uj&

^Fb&

 xj
1

^ujwb&

 xj
5 G

2^Fb&

 xk xk
,

(7)

where wb 5 Fb 2 ^Fb& and uj 5 Uj 2 ^Uj&. The
corresponding mean equation implied by the
modeled pdf equation (Eq. 4) can also be
derived. Multiplying Eq. 4 by cb and integrating
over the whole (V, c) sample space results in
the mean evolution equation
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^fb&

t
1 ^Uj&

^fb&

 xj
1

^ujwb&

 xj
5 ^Qb&. (8)

In high Reynolds number turbulence, the term
G¹2^Fb& is negligible compared to the other
terms in Eq. 7 and can be omitted. This gives
the requirement (Eq. 7, cf. Eq. 8)

^Qb& 5 0. (9)

From the above it is clear that the mixing model
does not directly affect the mean scalar fields.

The implication of this requirement on the
structure of the particle interaction matrix is
now derived. The ensemble scalar mean is de-
fined as

^fb&N ; O
i51

N

wifbi. (10)

The evolution of the particle compositions (Eq.
5) assuming the same interaction matrix for all
the compositions is

dfbi

dt
5 2

1
w~i!

O
j51

N

Mijfbj, (11)

where the summation over other particles is
explicitly written out. From these equations the
evolution of the ensemble scalar mean can be
written as:

d^fb&N

dt
5 2 O

i51

N O
j51

N

Mijfbj (12)

5 2 O
j51

N H O
i51

N

MijJfbj

5 0 if O
i51

N

Mij 5 0.

This special structure—namely that each col-
umn of Mij sums to zero—automatically guar-
antees conservation of the ensemble scalar
mean. The requirement ¥i51

N Mij 5 0 is clearly
a sufficient condition for conservation of the
ensemble scalar mean. In fact, unless Mij de-
pends on fbj in some contrived way, the deri-
vation of Eq. 12 reveals that ¥i51

N Mij 5 0 is also
a necessary condition for conservation of the

ensemble scalar mean (since Eq. 12 cannot be
satisfied by Mij that violates this condition and is
also independent of fbj).

Decay of Variances

The exact evolution of the covariance of the
composition fields, ^wbwg& is

^wbwg&

t
1 ^Uj&

^wbwg&

 xj
1

^ujwbwg&

 xj

1 ^wbuj&
^Fg&

 xj
1 ^wguj&

^Fb&

 xj

5 2 ^xbg& 1 G
2^wbwg&

 xk xk
, (13)

where

xbg ; 2G
wb

 xk

wg

 xk
,

and ^xbg& is the symmetric positive semidefinite
“joint” dissipation tensor. The diagonal ele-
ments of this tensor are always non-negative
and they cause the respective scalar variances to
decay. In high Reynolds number turbulence the
term G¹2^wbwg& is negligible compared to the
other terms in Eq. 13 and can be omitted.

The corresponding scalar covariance equa-
tion implied by the modeled pdf equation is

^f9bf9g&

t
1 ^Uj&

^f9bf9g&

 xj
1

^ujf9bf9g&

 xj

1 ^f9buj&
^fg&

 xj
1 ^f9guj&

^fb&

 xj

5 ^f9bQg& 1 ^f9gQb&, (14)

where [u(i) 5 U(i) 2 ^U&(X(i))] denotes the
velocity fluctuations and [f*i 5 fi 2 ^f&(X(i))]
represents the scalar fluctuations. Details of this
derivation may be found in Ref. [8]. Comparing
the terms in Eq. 14 with those in Eq. 13 it is
clear that in the high Reynolds number limit
^xbg&M [ 2[^f9bQg& 1 ^f9gQb&] is a model for
^xbg&.

From the properties of the “joint” dissipation
tensor it follows that ^xbg&M should also be a
symmetric positive semidefinite tensor. In other
words, for any vector xb we require

491MIXING MODEL FOR TURBULENT REACTIVE FLOWS



O
b

O
g

xbxg^xbg&M $ 0. (15)

This in turn implies that the ensemble averaged
counterpart of ^xbg&M, which is defined as

^xbg&N
M ; 2FKf9b

df9g
dt L

N

1 Kf9g
df9b
dt L

N
G

5 2
d^f9bf9g&N

dt
, (16)

should also be positive semidefinite. For parti-
cle interaction models, ^xbg&N

M can be expressed
in terms of the interaction matrix M as [8]:

^xbg&N
M 5 O

i51

N O
j51

N

Mij~f9gif9bj 1 f9bif9gj! (17)

5 O
i51

N O
j51

N

~Mij 1 Mji!f9bif9gj.

The second line in Eq. 17 follows simply by
commuting i and j in the first term, i.e.

O
i51

N O
j51

N

Mijf9gif9bj 5 O
j51

N O
i51

N

Mjif9gjf9bi

5 O
i51

N O
j51

N

Mjif9bif9gj.

Thus the condition in Eq. 15 can be written as:

O
b

O
g

xbxg^xbg&N
M 5 O

b

O
g

xbxg O
i51

N O
j51

N

~Mij

1 Mji!f9bif9gj

5 O
i51

N O
j51

N

~Mij 1 Mji! yiyj,

where yi [ ¥b xbf9bi. The requirement for the
decay of all variances is then:

O
i51

N O
j51

N

~Mij 1 Mji! yiyj $ 0,

which is satisfied for all x (and therefore for all
y), if and only if the symmetric part of M (Ms [
1
2 [M 1 MT]) is positive semidefinite.

This mathematical condition is automatically

satisfied by pairwise-exchange mixing models,
which are defined as having a symmetric inter-
action matrix with nonpositive off-diagonal ele-
ments:

Mij 5 Mji # 0 ; i Þ j,

and diagonal elements given by

M~i!~i! 5 2 O
j51, jÞi

N

Mij

5 2 O
j51, jÞi

N

Mji.

This definition of the diagonal elements guar-
antees the conservation of the means (Eq. 12).
In these models the interaction between the ith

and jth particles is given by

w~i!

dfbi

dt
5 2V~i!~ j!~fbi 2 fbj!,

and

w~ j!

dfbj

dt
5 2V~i!~ j!~fbj 2 fbi!,

where V(i)( j) 5 2Mij $ 0. Clearly this ex-
change conserves the mean (cf. Eq. 12) and
decreases (or leaves unchanged) the difference
ufbi 2 fbju which contributes to the variance.

It follows from the Gershgorin circle theorem
[9] (p. 341) that the eigenvalues l(M) of Mij lie
in the interval

M~i!~i! 2 O
j51, jÞi

N

uMiju # l~M!

# M~i!~i! 1 O
j51, jÞi

N

uMiju

which is

0 # l~M! # 2M~i!~i!,

and so indeed Mij is positive semidefinite for
pairwise-exchange models.

Boundedness

For every physical problem, a surface can be
defined in composition space that is the bound-
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ary of the region of realizable compositions. For
nonreactive scalars with equal diffusivities, the
composition values are restricted to an allowed
region (a subset of the realizable region and
dependent on the initial compositions), which is
convex and decreases with time. The initial
ensemble of particles with scalar properties
fbi(t 5 0), i 5 1, . . . , N is sampled from a
specified initial jpdf and must lie in this allowed
region. These particle locations define a convex
hull in composition space which is denoted by
C(0). At later times the convex hull formed by
fbi(t) is denoted C(t). It follows from the
conservation equation (Eq. 6) that the convex
hull can only shrink; i.e. for t2 . t1, C(t2) #
C(t1). Boundedness is guaranteed if the evolu-
tion of particle properties is such that fbi(t2)
lies in C(t1), thus ensuring C(t2) # C(t1), for
all t1, t2 satisfying t2 . t1 $ 0.

Any composition f̂b which can be expressed
as a weighted sum of compositions, i.e.

f̂b 5 uifbi~t!, i 5 1, . . . , n (18)

with ui $ 0, ¥i51
n ui 5 1, lies within the convex

hull C(t).
Starting at any given time t, the particle

compositions after an infinitesimal time interval
dt evolving according to Eq. 11 can be written as

fbi~t 1 dt! 5 2
dt
w~i!

O
j51,jÞi

N

Mi~j!fbj~t! 1 F1

2
dt
w~i!

M~i!~i!Gfbi~t!. (19)

Using the fact that pairwise exchange models
satisfy Eq. 12, Eq. 19 can be rewritten as

fbi~t 1 dt! 5 2
dt
w~i!

O
j51,jÞi

N

Mi~j!fbj~t! 1 F1

1
dt
w~i!

O
j51,jÞi

N

MijGfbi~t!,

where the right hand side is a weighted sum of
the form in Eq. 18. In the first term, the
coefficient 2dtMi(j)/w(i) is a non-negative infin-
itesimal; and in the second term the coefficient
of fbi(t) is infinitesimally less than unity.
Hence, every composition fbi(t 1 dt) lies

within C(t), and so C(t 1 dt) # C(t) thus
establishing boundedness for pairwise-exchange
models.

Linearity and Independence

Linearity. The set of governing equations for
the evolution of scalar fields in turbulence (Eq.
6) is linear with respect to the scalar fields. For
equal diffusivities of all scalars, it follows that
subjecting the set of scalars (f 5 {fb}, b 5
1, . . . , D) under consideration to an arbitrary
linear transformation T (which may be singu-
lar), such that

f*g 5 Tgbfb, (20)

results in the same set of governing equations
for the transformed set of scalars (f*) [10]. The
implication of this for particle models of multi-
scalar mixing is that the evolution equation for
particle properties of the scalars (including all
model constants) should transform unchanged
when the scalars are subject to an arbitrary
linear transformation. For moment models the
implication is that the models should only con-
tain those statistics that transform linearly un-
der linear transformations of the scalar set. For
the case of unequal diffusivities the linear trans-
formation is restricted to diagonal stretchings of
the scalar fields. One of the implications of this
principle is that there is no intrinsic set of scales
in composition space for the set of scalars.
Independence. If we consider the mixing of a set
of D conserved passive scalars denoted by
{fb}, b 5 1, . . . , D, then the evolution of any
one of these scalar fields, say fb(x, t), is unaf-
fected by any of the other scalar fields fg (g Þ
b). This is the independence principle proposed
by Pope [10]. The implication of this for particle
models of multiscalar mixing is that the evolu-
tion of the particle property of one scalar fb

should not depend on the particle properties or
statistics of any of the other scalars fg (g Þ b).
For moment models of multiscalar mixing, the
implication is that the evolution of any statistic
involving one scalar fb should not depend on
statistics involving any of the other scalars fg (g
Þ b).

It may be noted that contrary to earlier
notions, independence is a more fundamental
condition that must be satisfied for the linearity
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principle to hold. To illustrate this point, con-
sider the class of mixing models represented by

Qb 5 Pbgfg, (21)

which includes all particle interaction models
(Eq. 5). While this is not the most general
representation of a mixing model, it includes a
majority of mixing models in current use barring
those that have a diffusion term. Models that
have nonzero off-diagonal entries in the matrix
P violate the independence principle. The cor-
responding model for the set of scalars obtained
by the transformation given by Eq. 20 is

Q*b 5 Pbgf*g. (22)

Noting that the transformation law requires
that

df*
dt

5 T
df

dt
5 TPf (23)

and also

df*
dt

5 Q* 5 PTf,

it is evident that the linearity principle requires

PT 5 TP, (24)

for any T. Any model P with only diagonal
entries (satisfying the independence principle)
automatically satisfies the linearity condition
expressed in Eq. 24. It is also easy to see that the
condition is not satisfied by all nondiagonal
matrices. This demonstrates that for mixing
models expressible in the form of Eq. 21, inde-
pendence is a necessary and sufficient condition
for linearity. It is also noteworthy that for the
case of unequal diffusivities the linearity condi-
tion is restricted to diagonal (stretching) trans-
formations (T). In this situation there could be
models of the form of Eq. 21 that violate
independence but satisfy the linearity condition
(Eq. 24) and here independence is sufficient but
not necessary to satisfy linearity.

Relaxation to Gaussian

In homogeneous isotropic turbulence, both ex-
periments [11] and direct numerical simulations
[12] indicate that the scalar pdf relaxes to a
Gaussian after sufficient time has elapsed for

the solution to become independent of the
initial conditions. It is desirable that a mixing
model reproduce this behavior, though it is well
known that this is not a necessary condition for
satisfactory performance of the model in inho-
mogeneous flows.

Localness

The concept of localness was motivated by the
diffusion flame test which is now described.
Consider an idealized diffusion flame in homo-
geneous isotropic turbulence with infinitely fast
chemistry. The fluid composition is represented
by two variables: mixture fraction j and a reac-
tion progress variable Y. The initial condition
for mixture fraction is chosen to be a b-distri-
bution with mean (0.1) and variance (0.01)
which correspond to a typical experiment. The
progress variable is initially at equilibrium de-
noted by Ye(j). The one-step, irreversible reac-
tion is confined to a region R in composition
space as shown in Fig. 1. The region R is
centered at the stoichiometric mixture fraction
(js 5 0.05) and extends from the lean mixture
fraction limit of jl 5 0.03 to the rich mixture
fraction limit of jr 5 0.07, for Y . 0.6.

As the flow evolves from this homogeneous
initial condition, reactants enter the reaction
zone by mixing and are instantly reacted to form
products resulting in flame sheet combustion

Fig. 1. Initial condition for the diffusion flame test: mixture
fraction j is distributed according to a b-pdf with mean 0.1
and variance 0.01; progress variable Y is initially at equilib-
rium Ye(j); thermochemistry is infinitely fast in the reaction
zone R which is centered at the stoichiometric mixture
fraction (js 5 0.05) and extends from jl 5 0.03 to jr 5
0.07.
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[3]. The correct behavior expected of mixing
models in this test is that the compositions
remain along the equilibrium line for all time.
For satisfactory behavior in this limit, a mixing
model must be local in composition space. For
particle interaction models this means that par-
ticles should mix with other particles in their
immediate neighborhood in composition space.
The reason for the failure of mixing models in
the diffusion flame test is that they are not local
in composition space, resulting in mixing of
particles across the reaction zone.

The principle of localness can also be related
to the structure of the interaction matrix for the
case of a single scalar. Let the ensemble of N
particles be ordered by nondecreasing scalar
value such that

f1 # f2 # · · · # fN,

where the b subscript indicating scalar dimen-
sion has been dropped since the composition
space is one-dimensional. Since proximity in
composition space of particle i to particle j (and
hence, localness) is directly related to the dif-
ference between their indices, it follows that the
bandwidth of the interaction matrix determines
the localness of the particle interaction mixing
model. The relation between localness and sim-
ple ordering holds only in a one-dimensional
composition space.

Dependence on Re

The effect of flow Reynolds number (for suffi-
ciently large Reynolds number) on scalar mixing
is to change the scalar spectra in the range of
wavenumbers greater than those corresponding
to the inertial subrange. While including a de-
pendence on Reynolds number in the mixing
model allows for a better description of mixing,
this does not seem appropriate at the current
level of closure.

Differential Diffusion

When modeling practical combustion problems
with different chemical species which may have
different diffusivities (e.g., H2 and N2 in hydro-
carbon–air flames), it is desirable that the mix-
ing model take these effects into account. This

requires modeling the effect of the small scales
of turbulence.

Dependence of Length Scales of Scalar
Fields

Experiments of Warhaft and Lumley [13] show
that the variance decay rate of a single con-
served passive scalar in grid turbulence shows
dependence on the initial length scales of the
scalar field. The dependence of scalar mixing on
the initial lengthscales of the scalar field has
also been studied using direct numerical simu-
lations of turbulent mixing of single [12] and
multiple scalars [14]. The important conclusion
from these sources is that the smaller the initial
lengthscale of the scalar field the faster the
mixing (and hence the scalar variance decay).
This effect can be captured only if the mixing
model contains some representation of the
length scales associated with the scalar field.

Flamelet Combustion

In flamelet combustion the scalar gradients (of
the reactive scalars) are enhanced by reaction.
As a consequence the assumption that the diag-
onal elements of the “joint” dissipation tensor
are determined solely by the large scales of the
turbulence is no longer valid. Extension of
current mixing models to the flamelet limit
requires incorporating the effect of steepening
of scalar gradients due to reaction.

Examples of Pairwise Exchange Models

It is convenient to view the locations of the
nonzero entries in the interaction matrix as
representing “edges” connecting particles in
composition space, along which particles inter-
act in a model of the mixing process. The values
of these nonzero entries can be thought of as
coefficients associated with these edges, which
control the rate at which the two particles at
either end of the edge are attracted to each
other (note that for a symmetric interaction
matrix the off-diagonal entries must all be neg-
ative). Different choices of edges, and different
values of their coefficients result in different
mixing models.

Models like Curl’s model [15] and its variants,
IEM [4], and the mapping closure particle
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model for a single scalar are all pairwise ex-
change models (or can be expressed as such). In
Curl’s model mixing is achieved by subjecting
the ensemble to the following stochastic process
over a sequence of small time steps Dt(Dt^v&
,, 1, where ^v& 5 e/k is the mean turbulent
frequency in the cell, k and e being the turbulent
kinetic energy and its dissipation rate respec-
tively). Particle pairs are selected at random
from the ensemble, with Np pairs selected (Np is
the minimum number of particle pairs such that
the sum of the weights of selected particles
exceeds Dt^v&). If the two members in the pair
are denoted n and m, mixing is performed by
changing the compositions to

fbn~t 1 Dt! 5 f*b, (25)

fbm~t 1 Dt! 5 f*b,

where,

f*b 5
w~n!fbn 1 w~m!fbm

w~n! 1 w~m!

. (26)

This mixing process is performed for each of the
Np pairs selected to produce the ensemble at
time t 1 Dt. For particles not selected, their
compositions are unaltered. While in Curl’s
model particle composition values change dis-
continuously in time (whereas Eq. 11 represents
a continuous change of composition), Curl’s
model can still be represented by a discrete time
version of Eq. 11, namely

Dfbi 5 2
1

w~i!
O
j51

N

MijfbjDt,

with interaction matrix M such that the mth row
corresponding to that member in the particle
pair has entries:

M~m!~m! 5
w~m!w~n!

w~n! 1 w~m!

Mmn 5 2
w~m!w~n!

w~n! 1 w~m!

Mmk 5 0, k Þ m, k Þ n.

The apparent discrepancy in the dimension of
M arises from the fact that the fraction of
particle pairs selected results in an inverse time
term in the pdf evolution equation [16]. Curl’s
model satisfies the conservation of means and

decay of variance criteria by virtue of being a
pairwise-exchange model. It also satisfies
boundedness and independence principles.
However, it does not satisfy the localness prin-
ciple since the particle pair selected for mixing
may be drawn from anywhere in composition
space. As noted previously [16], since the com-
position changes discontinuously in Curl’s
model, it is incapable of generating a differen-
tiable scalar cumulative distribution function
(cdf) from an initially nondifferentiable cdf.

For the IEM model [4], the ith particle’s
compositions evolve as

dfbi

dt
5 2

1
2

Cf^v&~fbi 2 ^fb&!, (27)

where Cf is a model constant chosen to be 2.0
to yield the desired scalar variance decay rate.
Since ^fb& is usually estimated by simple aver-
aging of the particle compositions within a cell,
the IEM model can also be cast in the interac-
tion matrix form with M now given by,

M~i!~i! 5
1
2 Cf^v&~1 2 w~i!!w~i!

Mij 5 2 1
2 Cf^v&w~ j!w~i!, i Þ j.

The IEM model also satisfies the conservation
of means and variance decay criteria by virtue of
being a pairwise-exchange model. It also satis-
fies the boundedness and independence princi-
ples. However, it does not satisfy the localness
principle since the particle composition mixes
toward the mean composition value: Mij is
nonzero for all i and j.

Even the computational stencil for direct
numerical simulations can be cast in the particle
interaction form. Mixing models such as the
binomial Langevin mixing model [17] and the
Fokker-Planck closure model [18] are examples
of models that are not members of this class.
The mixing model to be described in this paper
also belongs to the class of particle interaction
mixing models.

Implications for the EMST Model

It is a formidable task to construct a mixing
model which performs well with respect to all of
the above performance criteria. Moreover some
of these criteria (scalar length scale depen-
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dence, flamelet combustion) cannot be directly
addressed at the current level of closure (name-
ly, one-point, one-time Eulerian pdf of scalar
amplitude). However, attempting a higher level
of closure raises several issues such as: (i)
consistent extension of the velocity model to
this level of closure, (ii) difficulties in modeling
due to lack of information (either from experi-
ments or DNS) about the unclosed terms at the
new level of closure, (iii) computational expense
and numerical issues. In this paper, an attempt
is made to satisfy selectively those criteria which
we believe are most important in reactive flow
applications; namely localness and bounded-
ness, at the one-point, one-time scalar ampli-
tude level of closure, in a computationally trac-
table model.

Since the EMST mixing model is an extension
of the form of the mapping closure particle
equations to multiple scalars using the Euclid-
ean minimum spanning tree in composition
space, it is advantageous to first consider the
1-D mapping closure model.

MAPPING CLOSURES

Mapping closures for turbulent mixing were
proposed by Chen et al. [19] and a particle
implementation of this model for a single scalar
was described by Pope [20]. The salient aspects
of this model which are pertinent to the EMST
mixing model are briefly reviewed here.

In the mapping closure formalism, a statisti-
cally homogeneous, isotropic, time-independent
Gaussian random field (with standardized nor-
mal cumulative distribution function (cdf)
G(h)) is mapped through a mapping X(h, t) to
a statistically homogeneous scalar field (with cdf
F(c; t)) evolving in a turbulent flow, such that

F~X~h, t!; t! 5 G~h!. (28)

While the evolution equation of the scalar cdf
(or pdf) contains unclosed terms, these can be
expressed in terms of the known statistics of the
Gaussian reference field and properties of the
mapping. This model has been applied to the
case of a single inert, passive, statistically homo-
geneous scalar field evolving in isotropic turbu-
lence and the analytic model solution [20] for
this problem shows remarkably close agreement
with the direct numerical simulations of Eswa-
ran and Pope [12]. The mapping closure for a

single scalar yields a mixing model that is local
in composition space (as is shown later in this
section) and also satisfies the performance cri-
teria of mean conservation, variance decay,
boundedness, and relaxation to a Gaussian.
However, there are difficulties in extending
mapping closures to multiple reactive scalars
since the mappings are nonunique and expen-
sive to compute. Hence, an alternative approach
to generalizing the mapping closure mixing
model to multiple scalars is considered via its
particle implementation with the aim of retain-
ing as many of its desirable properties listed
above.

In a particle method solution of the pdf
transport equation, the pdf f(c; t) at time t of a
homogeneous scalar field f(x, t) (c being the
sample space variable of f) is indirectly repre-
sented by an ensemble of N particles with
composition fi and weight w(i), i 5 1, . . . , N.
Since the condition for uniqueness of the map-
ping requires that it be a nondecreasing func-
tion of its argument, this requires that the
particles are first sorted in nondecreasing order
of composition value such that

f1 # f2 # . . . # fN.

The discrete representation of the mapping
equation (Eq. 28) is expressed by the correspon-
dence between the points hi11/ 2 (in the sample
space of the Gaussian reference field) and
ci11/ 2 (in the sample space of the scalar)
through the cdf’s F and G:

F~ci11/ 2; t! 5 F~X~hi11/ 2, t!; t!

5 G~hi11/ 2!

5 O
j51

i

w~ j!, (29)

see Fig. 2. From the mapping evolution equa-
tion [20], the evolution of each particle’s com-
position can be derived with the only approxi-
mation being a finite-difference approximation
for the mapping gradient in sample space. The
evolution equation for the particle composition
is

w~i!

df~i!

dt
5

1
tMC

@2Bi11/ 2~fi 2 fi11!

2 Bi21/ 2~fi 2 fi21!#, (30)
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where Bi61/ 2 are model coefficients given by

Bi11/ 2 ;
g~hi11/ 2!

@hi11 2 hi#
, i 5 1, . . . , N 2 1.

(31)

In Eq. 31 g(h) represents the standardized
normal density function and hi 5 (hi21/ 2 1
hi11/ 2)/ 2. The factor tMC in Eq. 30 is the
characteristic time associated with the mapping
closure model and is a function of the scalar
diffusivity, and properties of the mapping and
reference field [20].

The mapping closure particle model is also a
pairwise-exchange model and hence satisfies
mean conservation and variance decay. It also
satisfies the boundedness principle. Each parti-
cle evolves by interaction with its neighbor
particles (in composition space) and the rate of
attraction is given by Bi61/ 2 (with B1/ 2 5 0,
BN11/ 2 5 0). Clearly, this model also satisfies
the localness principle.

The mapping closure model can be expressed
as a particle exchange model with interaction
matrix coefficients:

M~i!~i! 5 ~Bi11/ 2 1 Bi21/ 2!/tMC

M~i!~i11! 5 2Bi11/ 2/tMC

M~i!~i21! 5 2Bi21/ 2/tMC, i 5 1, . . . N.

Extension of this model to higher scalar di-
mensions requires (a) a definition of localness

that is valid in any dimension, and (b) general-
ization of the form of the particle composition
evolution equation (Eq. 30). Definitions of lo-
calness will be discussed in subsequent sections,
but the issue of generalizing Eq. 30 is consid-
ered here.

For the case of a single scalar each particle
evolves by interaction with its two adjacent
neighbors (except for the extremum scalar val-
ues which have only one neighbor each). For
two or more scalars there is no reason to restrict
the number of neighbors to two and the evolu-
tion equation needs to be modified to reflect
this. Further the specification of the interaction
coefficients needs to be generalized for any
number of scalar dimensions.

With this generalization in mind it is conve-
nient to associate the interaction coefficients
Bi61/ 2 with the particle pairs whose evolution
they affect. Denoting the unordered particle
pair (mn, nn) to be the nth edge, the coefficient
associated with this edge is denoted Bn. Now
the evolution equation for the particle compo-
sition can be rewritten as

w~i!

df~i!

dt
5 2tMC

21 O
n

Bn$~f~i! 2 fnn
!dimn

1 ~f~i! 2 fmn
!dinn

%, (32)

where the nth edge connects the particle pair
(mn, nn) and d represents the Kronecker delta.
Summing over the list of edges, the term in
braces is nonzero when the particles mn and nn

are connected by the nth edge. Since the edge is
an unordered particle pair, either combination
needs to be accounted for by the two terms with
Kronecker d’s. This model is also a pairwise
exchange model since the same coefficient Bn

appears in the evolution equation of mn as well
as in nn.

Of course for the 1-D mapping closure each
particle with index 1 , i , N, has exactly two
edges incident on it. The extremum particles i 5
1 and i 5 N have only one edge incident on
them. Given the list of particle indices ordered
by composition value, an edge list is trivially
generated by defining the nth edge as connecting
particles n and n 1 1, for 1 # n # N 2 1. See
Fig. 2.

For the single scalar case there exists a one-

Fig. 2. Cumulative distribution function Ff(c) (discrete
representation) of a single scalar f and mapping of ci11/ 2

to hi11/ 2 through the Gaussian cdf G(h). Also shown are
the 1-D edge list and the particle and cumulative edge
weights.
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to-one relationship between an edge in the edge
list defined by this procedure and the location of
the corresponding particle pair connected by
the edge in composition space. This relationship
is established by associating a cumulative edge-
weight with each edge. For the nth edge this can
be defined as

Wn 5 O
i51

n

w~i!. (33)

The cumulative edge-weight is a minimum at
the minimum scalar value of the distribution
and increases monotonically until we approach
the maximum scalar value where it takes the
maximum value of 1. As an example (assuming
even N and equal particle weights w(i) 5 1/N),
the first edge (with cumulative edge-weight
1/N), connects f1 to f2, and the edge with
index N/ 2 (cumulative edge weight 1/2) con-
nects particles with index N/ 2 and N/ 2 1 1
which lie near the median of the distribution.

For the 1-D mapping closure the coefficients
Bn are solely a function of the cumulative
edge-weight. In the limit of N3 ` this function
has an analytic form (expressible in terms of the
standardized Gaussian density) and is symmet-
ric with respect to the cumulative edge-weight
(Wn) value of 1/2 [20].

Exploiting this symmetry, a quantity called
the edge-weight wn can be associated with the
nth edge such that

wn 5 min ~Wn, W# n! (34)

where W# n 5 O
i5n11

N

w~i!.

The edge-weight defined in this way is a mini-
mum at the extremal values of the distribution
and increases as we approach the median where
it takes the maximum value of 1/2. Note that
edges corresponding to different particle pairs
can have the same edge-weight. For the single
scalar case exactly two such edges will have the
same edge-weight. In higher dimensions more
than two edges can have the same edge-weight.

Since the coefficients Bn are symmetric with
respect to the cumulative edge-weight (Wn),
they can be expressed as a function of only the
edge-weight wn. See Fig. 3. This functional

dependence is generalized in the EMST model
which is described in the following section.

EMST MIXING MODEL

In modeling the mixing of a single scalar, where
the composition space is one-dimensional, a
simple ordering of the particle scalar values
provides the definition of localness. For this case
the mapping closure particle model provides an
adequate description of the evolution of a par-
ticle’s composition by interaction with its neigh-
bor particles in composition space. In modeling
the mixing of multiple scalars, where the com-
position space is of a dimension higher than
one, a particle interaction mixing model that is
local requires a definition of neighboring parti-
cles. The Euclidean minimum spanning tree
(described in the following subsection) con-
structed on the ensemble of particles in compo-
sition space of arbitrary dimension provides one
such definition of neighbor particles. A parti-
cle’s composition then evolves as per the gener-
alized version of the mapping closure evolution
equation (Eq. 32).

However, results obtained using this model
for the problem of two statistically identical
initially joint-normal scalars evolving under the
influence of imposed linear mean scalar gradi-
ents in isotropic turbulence (described in the
next section) show that the model produces
unphysical scalar joint pdf’s which are no longer
joint-normal. In this problem the fluctuating
scalar fields are homogeneous. In the simulation

Fig. 3. Coefficient Bn/N vs. edge-weight wn for the 1-D
mapping closure.
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particle properties evolve from the specified
initial conditions but since no new particles
enter (or leave) the domain, the ensemble of
particles remains unchanged. As a consequence
the EMST in the 2-D composition space is
formed on the same ensemble of particles. This
results in repeated attraction of any given par-
ticle to the same restricted set of neighbor
particles (which is not consistent with the phys-
ical process of mixing where a fluid particle’s
composition changes as a result of interaction
with the entire composition field in its neighbor-
hood), and hence the ensemble of particles
collapses along “strands” in composition space
(see Fig. 4).

In order to alleviate this “stranding” problem,
an intermittency feature is introduced into the
EMST mixing model. At any given time a
particle is in one of two states: a mixing state
where its composition changes due to mixing, or
a nonmixing state where its composition is
unchanged due to mixing. A nondimensional
age property is associated with each particle
which determines how long a particle mixes and
how long it is in the nonmixing state. The time
a particle spends in both the mixing and non-
mixing states is bounded. With the addition of
this feature the EMST is now formed based only
on those particles that are in the mixing state at
that instant of time. Results obtained for the

EMST mixing model using this feature are
satisfactory and are described in the next sec-
tion.

The following subsections are devoted to
describing the EMST mixing model with the
intermittency feature. This is followed by a
description of model parameters and coeffi-
cients. The section concludes with a discussion
of the various model features and its properties.

EMST Model Implementation

Consider an inhomogeneous flow where the
solution domain in physical space is discretized
into a number of cells. To a first approximation
the property fields in a cell can be assumed to be
statistically homogeneous and the joint pdf of
compositions is represented by an ensemble of
N particles fbi, b 5 1, . . . , D, i 5 1, . . . , N,
where D is the dimension of the composition
space. In some of the illustrations that follow,
we consider two scalars (D 5 2). An ensemble
of particles drawn from the specified initial
composition jpdf (in this case chosen to be an
uncorrelated joint-normal) can be represented
as a scatter plot in composition space as shown
by the circles (open and filled) in Fig. 5.

At any given time only a subset (referred to as
the mixing subset) of the total ensemble of N
particles participates in the mixing process.
Whether or not a particle belongs to the mixing
subset is determined by a nondimensional par-
ticle age property, Z(i), associated with each
particle. The initialization and evolution of this
age property is now described.

Intermittency

If the particle age property is positive Z(i) . 0
(referred to as state 1), the particle is in the
mixing subset, otherwise if Z(i) # 0 (referred to
as state 0), then the particle is not in the mixing
subset. The time a particle spends in the mixing
and nonmixing states is required to scale with
the timescale of turbulence in the cell. If k is the
turbulent kinetic energy and e is the mean
dissipation rate, then ^v& 5 e/k represents the
mean turbulent frequency (the reciprocal of the
turbulence timescale). A scaled time can now be
defined in terms of the mean turbulent fre-
quency (^v&) and the physical time t by

Fig. 4. An example of “stranding”: scatter plot of particles
in 2-D composition space with EMST superimposed at t 5
0.5tf in the mean scalar gradient test using EMST mixing
without intermittency; initial distribution was joint-normal.
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s ; s0 1 E
0

t

^v&~t! dt,

where s0 is the origin of the scaled time which
can be fixed arbitrarily.

Each particle’s age property Z(i) is chosen to
be a realization of a stochastic process Z(s)
(called the age process), which evolves in s, the
scaled time. Figure 6 shows a sketch of the age
process Z(s). When the particle age is positive
it decreases linearly until it reaches zero where
it discontinuously jumps to a negative value. At
any instant a positive particle age represents the

excess life (in scaled time) the particle has to
participate in the mixing process. A negative
particle age represents the waiting time before
the particle mixes again.

The evolution of the age process can be
written as follows. For infinitesimal positive ds,

Z~s 1 ds! 5 Z~s! 2 ds, for Z~s! . ds (35)

Z~s 1 ds! 5 Z~s! 1 ds, for Z~s! , 2ds

Z~s 1 ds! 5
D

81~ z!, 0 # Z~s! # ds

Z~s 1 ds! 5
D

80~ z!, 2ds # Z~s! # 0

where 81( z) and 80( z) are uniform random
variables in the intervals [Z1l

, Z1u
], and [Z0l

,
Z0u

] respectively.
For stationary homogeneous turbulence the

mean turbulent frequency is constant and the
scaled time is linearly related to the physical
time. For this case we require the age process to
admit a stationary solution. It can be shown
from the theory of renewal processes [21] that
this is achieved if the initial age distribution,
G( z), is specified as follows:

G~ z! 5 ~1 2 p0! 1 p0H 2z
Z1l

1 Z1u

J , 0 , z # Z1l

5 ~1 2 p0! 1 p0H 2Z1l

Z1l
1 Z1u

1
@2Z1u

~ z 2 Z1l
! 2 ~ z2 2 Z1l

2 !#

Z1u

2 2 Z1l

2 J , Z1l
, z # Z1u

5 ~1 2 p0!H1 2
2uzu

Z0l
1 Z0u

J , 2Z0l
, z # 0

5 ~1 2 p0!H1 2
2Z0l

Z0l
1 Z0u

2
@2Z0u

~uzu 2 Z0l
! 2 ~ z2 2 Z0l

2 !#

Z0u

2 2 Z0l

2 J , 2Z0u
, z # 2Z0l

,

Fig. 5. Euclidean minimum spanning tree constructed on
the mixing subset of an ensemble of particles in 2-D
composition space (open circles represent particles in the
nonmixing state with Z , 0); N 5 512 particles, joint-
normal distribution.

Fig. 6. The age process Z(s) versus scaled time s.
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where p0 is the fraction of the total ensemble of
particles which is initially assigned to the mixing
state (Z(0) . 0). In other words

P@Z~0! . 0# 5 1 2 G~0! 5 p0. (36)

If I(s) is the indicator function for the process
Z(s) being positive (i.e., the particle is in a
mixing state), then it can be shown that for
stationary homogeneous turbulence

lim
s3`

1
s E

0

s

I~u! du 5
^Z1&

^Z0& 1 ^Z1&
, (37)

where the absolute value of the positive and
negative jumps in Z(s) each time the process
hits zero are represented by the random vari-
ables Z1 and Z0 respectively. In other words Eq.
37 states that time a particle spends on average
in the mixing state is given by the ratio of the
average positive jump to the sum of the average
positive and negative jumps taken by the age
process Z(s). The specified initial distribution
will be a stationary solution to the age process
evolution equation only if p0 is chosen such that

p0 5
^Z1&

^Z0& 1 ^Z1&
. (38)

For the general inhomogeneous problem ^v&
varies from cell to cell and could also be a
function of time. However, since the age process
is defined in terms of nondimensional quantities
its initialization and evolution remain un-
changed.

If there are N particles in a cell at any given
time t, the NT particles that make up the subset
of this ensemble that participate in the mixing
process is determined based on the age-prop-
erty of each particle:

NT~t! 5 O
i51

N

H~Z~i!~s!!, (39)

where H( z) is the Heaviside function.

Definition of the EMST

Loosely speaking, constructing the EMST on
the mixing subset of NT particles requires con-
necting every particle with at least one neighbor
particle through an edge (an unordered pair of

particles). Since every particle is connected in
the EMST it possesses the spanning property. A
tree is a set of edges that contains no closed
loops or cycles; i.e., starting from a particle,
tracing an alternating sequence of edges and
particles terminating in a particle, does not lead
back to the initial particle. Finally since it is a
Euclidean minimum spanning tree, the sum of
the Euclidean lengths of these edges is a mini-
mum. A formal graph-theoretic definition of a
minimum spanning tree (MST) and algorithms
for constructing an MST can be found in the
literature [22], [23].

The EMST in composition space constructed
on the mixing subset of the ensemble of parti-
cles representing two scalars joint-normally dis-
tributed is shown in Fig. 5. It can be shown that
a tree constructed on NT particles has NT 2 1
edges [24]. The EMST on NT particles is thus
defined by the set of NT particles and the NT 2
1 edges that connect them.

The temporal behavior of the EMST con-
structed on the mixing subset of particles in a
particular computational cell in an inhomoge-
neous flow can be qualitatively described as
follows: Particles enter and leave the cell as they
move through physical space according to their
particle velocity. Depending on their age prop-
erty they are divided into mixing and nonmixing
subensembles and the EMST is formed on the
mixing subset. Consequently, in the general
inhomogeneous case, the EMST changes dis-
continuously in time due to particles that are in
the mixing state entering/leaving the cell, and
due to particles in the cell entering/leaving the
mixing state.

Particle Composition Evolution

Each edge in the EMST is assigned an edge-
weight which is defined analogously to the edge-
weight definition in the mapping closure parti-
cle implementation. Let n denote the edge that
connects particles mn and nn. If this edge were
removed from the set of EMST edges, then the
remaining set of edges define two subtrees one
of which (denoted Tmn

) contains particle mn,
and the other (denoted Tnn

), particle nn. Each
of these subtrees consists of a set of edges and
the particles that are connected by these edges.
Each of these subtrees Tmn

and Tnn
is assigned a

502 S. SUBRAMANIAM AND S. B. POPE



weight ~WTmn

and WTnn

respectively) which is
defined as the sum of the weights of the parti-
cles that belong to that subtree. Mathematically,

WTmn

5 O
k[Tmn

w~k!

WTnn

5 O
k[Tnn

w~k!.

The edge-weight of edge n is now defined as

wn 5 min ~WTmn

, WTnn

!. (40)

Since the particle weights sum to unity, the
edge-weight ranges from the minimum particle
weight to 1/2.

An edge coefficient Bn is associated with the
nth edge analogous to the mapping closure
particle model. The edge-coefficient is chosen
to be a linear function of the edge-weight:

Bn 5 2wn.

The choice of this edge-coefficient is discussed
later in this section. Since the edge-weight is
maximized by 1/2, the edge-coefficient is
bounded by unity.

As in the mapping closure particle model, a
particle’s composition evolves by interaction
with its neighbors in composition space. The
neighbors of a particle are defined by the edges
in the EMST that are incident on the particle.
Using these definitions the evolution equation
for the vector of particle compositions f(i) 5
fb(i), b 5 1, . . . D, i 5 1, . . . NT can be
written as (cf. Eq. 32)

w~i!

df~i!

dt
5 2a O

n51

NT21

Bn$~f~i! 2 fnn
!dimn

1 ~f~i! 2 fmn
!dinn

%, (41)

where the nth edge connects the particle pair
(mn, nn) and d represents the Kronecker delta.
This model is also a pairwise exchange model
since the same coefficient Bn appears in the
evolution equation of mn as well as nn, and this
coefficient is a function solely of the edge-
weight (which by definition is the same for
either particle belonging to the edge). The
parameter a is determined by requiring that the
scalar variances decay at a prescribed rate and it
is described later in this section.

The matrix form of EMST model evolution
(Eq. 41) is

dfbi

dt
5 2

1
w~i!

Mijfbj, i 5 1, . . . , NT, (42)

with the interaction matrix elements given by

Mij 5 2a O
n51

NT21

Bn$dimn
djnn

1 djmn
dinn

%, j Þ i

M~i!~i! 5 a O
j51

NT O
n51

NT21

Bn$dimn
djnn

1 djmn
dinn

%.

It is convenient at this point to also define

M# ij ;
1
a

Mij.

Model Parameters

In this subsection the choice of model parame-
ters and coefficients is described and model
sensitivity to variation of these parameters is
discussed qualitatively.

Model Coefficients

The choice of B coefficients is crucial in deter-
mining the evolution of the composition jpdf.
These edge coefficients are assumed to be a
function of only the edge-weight in the spirit of
the mapping closure model. Their choice is
determined by the criterion that in the mean
scalar gradient test problem, an initially joint-
normal composition jpdf (dimension of compo-
sition space D 5 2) remains joint-normal. After
numerical experimentation with several differ-
ent functions of edge-weight, a linear function
Bn 5 2wn was chosen to be the model specifi-
cation. This specification resulted in an evolu-
tion to composition jpdf’s that are close to (but
not exactly) joint-normal for the mean scalar
gradient test case with two scalars. Comparable
results were also obtained for five and 10 scalars.

The following general observations can be
made about the B coefficients. Since particles
that lie at the extrema of the distribution are
more likely to have only one edge incident on
them (such particles are called leaves), they
correspond to the lowest edge-weight. (Note
that the converse is not true). Hence, a relative
increase in the B coefficient values at lower
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edge-weights will cause the tails of the compo-
sition jpdf to be drawn in faster.

For a given distribution of scalars, the distri-
bution of edge-weight changes as the dimen-
sionality of the scalar space (D) is increased. In
an effort to keep the model as simple as possi-
ble, there is no dependence of the B coefficients
on D. As the dimensionality of the composition
space increases, the probability of finding leaves
increases and it is reasonable that the B coeffi-
cient values at the lowest and highest edge-
weight predominantly govern the model evolu-
tion. Consequently, as the number of
compositions increases the model is expected to
show decreased sensitivity to the choice of B in
the intermediate range of edge-weights.

Determination of a

The model parameter a controls the rate of
variance decay of the scalars, and its specifica-
tion is described in this subsection.

Consider a single conserved passive scalar
field with mean ^f& and variance ^f92& evolving
in constant-density homogeneous turbulence.
The mean is unaffected by the mixing, hence

d^f&

dt
5 0.

The scalar variance evolution can be written as

d^f92&

dt
5 2

^f92&

tf

,

such that the scalar variance decays exponen-
tially with a scalar timescale tf. Following stan-
dard modeling assumptions [1], tf can be re-
lated to the timescale of the turbulence t([
k/e) by

tf 5 t /Cf,

where the empirical constant Cf is taken to be
2.0. The parameter a is chosen such that the
ensemble variance evolution implied by the
EMST model evolution equation obeys the same
decay law. This is accomplished by first expressing
the variance decay rate implied by the EMST
model equation in terms of a and a function of the
ensemble composition values. This EMST model
variance decay rate is then equated to the desired
variance decay rate and the value of a that satis-
fies this equality is solved for.

The ensemble scalar variance evolution is
given by

d^f92&N

dt
5 O

i51

NT

w~i!2f9~i!
df9~i!

dt
(43)

5 2a O
i51

NT

w~i!2f9~i!M# ijf9j.

Equating this to the desired decay rate and
solving for a yields

a 5
^f92&N

tf Oi51
NT w~i!2f9~i!M# ijf9j

. (44)

For multiple scalars the choice of a is not as
straightforward. In general this parameter is to
be chosen such that it yields a prescribed behav-
ior for some function of the covariance matrix
which is called the variance function. Since each
scalar does not evolve independently in the
EMST model, requiring that one of the scalars
obey a specific decay law imposes a decay law on
the other scalars (which may not be consistent
with standard modeling). One way to circum-
vent this problem is to require that a be based
on the trace of the covariance matrix. The
variance function is defined to be the trace of
the covariance matrix

O 5 Cbb.

If each scalar decays with the same scalar time-
scale tf, then the variance function obeys the
evolution equation

d¥
dt

5 2
¥

tf

5 2
Cf¥

t
. (45)

The EMST model evolution in matrix form for
multiple scalars is

w~i!

dfb~i!

dt
5 2a O

j51

NT

M# ijfbj, i 5 1, . . . NT, (46)

Similar to the single scalar case, the variance
function evolution can be written as

d¥
dt

5 O
i51

NT

w~i!2f9b~i!

df9b~i!

dt

5 2a O
i51

NT

w~i!2f9b~i!M# ijf9bj.
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Equating this to the desired decay rate and
solving for a yields

a 5
¥

tf ¥i51
NT w~i!2f9b~i!M# ijf9bj

. (47)

Though the expression for a in continuous
time is written explicitly in terms of known
quantities, in practice the value of a has to be
determined at each time step in the Monte
Carlo simulation such that the variance function
satisfies the prescribed decay law. Since the
variance function is a nonlinear function of
time, a root finding technique is needed to
compute the parameter a. The root finder typ-
ically converges in 2 or 3 iterations.

Age Process Parameters

In the age process specification there are five
model parameters, namely p0, Z1l

, Z1u
, Z0l

, and
Z0u

. In view of Eq. 38, only four of these
parameters are independent. In the model these
four parameters are specified indirectly by spec-
ifying p0, ^Z0&, Zw0

, and Zw1
, where

Z0l
5 ^Z0& 2 Zw0

Z0u
5 ^Z0& 1 Zw0

Z1l
5 ^Z1& 2 Zw1

Z1u
5 ^Z1& 1 Zw1

.

The specification of each of these parameters is
now considered. As p0 approaches unity the
effect of intermittency decreases until there is
no intermittency at p0 5 1. As p0 approaches
zero the effect of intermittency increases, but p0
cannot be decreased arbitrarily in view of Eq.
47. As the number of particles that participate
in the mixing process at initial time NT(0) (and
at all times for the homogeneous test cases
where the age process is stationary) decreases,
their compositions need to decay at faster rates
in order to yield the same decay rate for the
variance function based on the total ensemble
of particles. In practice the maximum decay rate
of the composition of mixing particles is limited
by a threshold value which is a multiple (chosen
to be 2.5) of the mixing frequency ^vf&, where
^vf& 5 1/tf 5 Cf^v&. If the variance function
decay timescale is specified by tf 5 t /Cf, then
given a maximum decay rate threshold, there

exists a minimum p0 above which a solution to
Eq. 47 exists. In the limit of N 3 ` and for the
values considered (Cf 5 2.0 and maximum
decay rate 5 2.5 3 ^vf&) this gives p0min

5
1/2.5 5 0.4. The fraction of the total ensemble
of particles which is initially assigned to the
mixing state p0 is chosen to be 1/2.

The parameter ^Z0& determines the average
time that a particle spends in the nonmixing
state after it changes from a mixing state. This is
chosen to be 1/6 based on numerical experi-
ments performed on the mean scalar gradient
test problem with the objective of producing
scalar jpdf’s that remain joint-normal when
started from a joint-normal initial condition.
This together with p0 5 1/ 2 determines ^Z1& to
be 1/6. The width of the Z0 interval Zw0

is
chosen to be zero. This forces the particles to
deterministically spend the time corresponding
to ^Z0& in the nonmixing state. The final param-
eter in the age process Zw1

is also chosen by
numerical experimentation. Finally, the age
process model parameters are:

p0 5 1/ 2

Z0l
5 1/6

Z0u
5 1/6

Z1l
5 0.0176

Z1u
5 0.3157

Discussion

Choice of EMST as the Definition of
Localness

Given a set of N points in a D-dimensional
composition space, there are several definitions
of proximity. Notable among them are nearest
neighbor pairs, the Delaunay trianguation (DT)
(and its dual the Voronoi diagram), and the
MST [23]. Any of these definitions of localness
can be used to define a set of edges that connect
each particle to a neighbor and subsequently
mixing models can be constructed based on
particle–neighbor interactions that are local in
composition space. It is advantageous to model
these particle–neighbor interactions as pair-
wise-exchange models for the reasons adduced
earlier in “Conservation of Means” and “Decay
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of Variances.” The choice of proximity defini-
tion will depend on the model performance with
respect to the list of criteria listed in “Perfor-
mance Criteria for Mixing Models.” In practice,
apart from the ability of the model to produce
reasonable composition jpdf’s in test problems,
an overriding concern is the computational ex-
pense incurred by the model.

The nearest neighbor proximity definition
does not yield a satisfactory particle exchange
mixing model since it collapses each nearest
neighbor pair into a single composition value
and the fully mixed state is never reached. In the
case of the DT (or Voronoi diagram) the matrix
describing the particle interaction mixing model
is considerably more complex and it is difficult
to predict the model behavior a priori. However,
since the number of edges incident on a particle
in the MST is a subset of the number of edges
incident on the same particle in the DT, it is
guaranteed that the particle interaction matrix
for the DT-based mixing model will be less
sparse than that for the MST-based one. The
particle interaction matrix for the DT-based
mixing model has no special structure and solv-
ing the corresponding evolution equation at
each time step in a Monte Carlo simulation
would be computationally expensive. On the
other hand, the MST-based particle interaction
matrix has a very special structure (owing to the
underlying tree structure) that permits an 2(N)
direct solution of the particle composition evo-
lution equation. This alone makes the MST
definition of localness attractive for the con-
struction of mixing models that are local in
composition space.

Intermittency

The reason for introducting the intermittency
feature via the age process is the formation of
stranding patterns observed in the mean scalar
gradient test problem. This intermittency may
also be interpreted, and to some extent justified,
on the following physical grounds. Regions of
high scalar dissipation rate xf (xf 5 G¹f. ¹f,
where G is the molecular diffusivity of scalar f)
are confined to a small fraction of the total fluid
volume in physical space. Experimental evi-
dence for large Schmidt number turbulent flows
shows that 90% of the total scalar dissipation is

contained in just over 45% of the volume [25].
While the actual numerical values are very likely
Reynolds number dependent, the “spottiness”
in the fine structure of the scalar dissipation
field is presumably characteristic of scalar mix-
ing in high Reynolds number turbulent flows.
Consequently, even though the EMST model is
intended for flows with Sc ' 1, this experimen-
tal evidence can be taken as qualitative justifi-
cation for introducing the intermittency feature
in the EMST model. The choices of p0 5 1/ 2
(the fraction of particles that participate in the
mixing process being half) and the values for the
residence times in states 0 and 1 for the age
process have no direct support from physical
evidence, but are made mainly with a view to
enhancing the model performance.

Model Properties

Since the EMST model is a pairwise-exchange
model it satisfies the conservation of means,
decay of variances, and boundedness principles.
The EMST mixing model depends on the Eu-
clidean norm in composition space and hence
does not satisfy the independence principle. As
a direct consequence, the EMST model does
not satisfy the linearity principle (for equal or
unequal) diffusivities either. The EMST model
is invariant to rotational transformations of the
set of scalars (i.e., for T being an orthogonal
matrix). For the homogeneous problem, even
with joint-normal initial conditions, the EMST
mixing model does not yield acceptable jpdf’s as
shown in Fig. 4. The model exhibits a phenom-
enon termed “stranding” as shown in Fig. 4. The
introduction of the intermittency feature was
motivated by the necessity to alleviate this par-
ticular deficiency in the model. The stranding
problem is alleviated by the intermittency fea-
ture, which is independent of both the number
of particles per cell and the number of scalars.

The EMST model is inherently a particle
model. In contrast to IEM or Curl’s model, the
pdf evolution equation corresponding to the
EMST model’s particle evolution equation is
considerably more difficult to derive. In spite of
the difficulty in mathematically analyzing the
asymptotic behavior and convergence proper-
ties of the EMST model with respect to the
number of particles N, numerical tests for the
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mean scalar gradient test case (for two scalars
and for 10 scalars), indicate that all the mo-
ments, as well as the cdf’s, converge as the
number of particles is increased from 512 to
8192.

The EMST model is also asymptotically local
in composition space. As the number of parti-
cles per cell (N) is increased, the characteristic
edge-length (in composition space) associated
with the EMST model decreases, thereby in-
creasing localness.

The EMST model has no Reynolds number
dependence and has no dependence on the
small scales or the molecular diffusivity, though
for equal diffusivities this can be easily intro-
duced in the particle position evolution equa-
tion. The model assumes that the scalar dissipa-
tion is determined by the large scales which is
valid in high Reynolds number turbulence. The
current implementation of the model assumes
equal diffusivities and has no feature to account
for differential diffusion effects. Since the
model is based on a one-point one-time pdf
closure, it has no dependence on composition
gradients or lengthscales of scalar fields. The
model is currently incapable of accounting for
the steepening of composition gradients due to
reaction as seen in flamelet combustion.

INERT FLOW TEST CASE

The EMST model is validated in a simple inert
scalar mixing problem. One of the simplest
scalar mixing problems is an inert, passive scalar
decaying from specified initial conditions in
decaying isotropic turbulence. Experimental
studies of scalar decay in grid turbulence [13]
show that the decay rate of the scalar fluctua-
tions shows a strong dependence on the length-
scales of the initial scalar field. It is also found
that there is no equilibrium value for the scalar
variance decay rate. In addition there is no
evidence of relaxation of the mechanical-to-
scalar timescale ratio to an equilibrium value.
Given that the EMST model is a closure at the
level of the scalar pdf with no information of
scalar gradients or scalar lengthscales, and not-
ing that the model assumes a constant mechan-
ical-to-scalar timescale ratio, the scalar decay

test problem does not seem appropriate for
model validation.

The evolution of an inert, passive scalar field
evolving in grid turbulence under an imposed
linear mean scalar gradient has also been stud-
ied experimentally by Sirivat and Warhaft [5]. In
this experiment the scalar field was temperature
and measurements were made of the tempera-
ture variance and heat flux. This mean scalar
gradient (MSG) test problem is preferable to
the test case of an inert, passive scalar decaying
in grid turbulence since in the MSG test the flow
tends to an equilibrium where the scalar vari-
ance growth rate reaches a stationary value.
Experimental evidence also shows that the ratio
of mechanical-to-thermal lengthscales evolves
to an equilibrium value, whereas in the decaying
scalar problem this ratio does not change with
time. Furthermore in the MSG test, comparison
of the scalar flux values with experiment pro-
vides a test of the performance of the mixing
model in conjunction with the model for parti-
cle velocity. Finally, direct numerical simula-
tions [6] have also been performed for the MSG
problem in stationary turbulence, providing ad-
ditional detailed information about the scalar
mixing.

A mean scalar gradient model problem is
posed based on the Sirivat and Warhaft exper-
iment [5], which is then used to test the EMST
model. For a single scalar, the MSG model
problem is the evolution of an inert passive
scalar f1, in homogeneous isotropic turbulence
with an imposed linear gradient of ^f1& in the x1

direction. The velocity field in the simulation
can be either decaying or stationary. For decay-
ing turbulence the results are compared with
the experimental data of Sirivat and Warhaft
[5]. For the stationary case comparison with the
DNS results is appropriate.

Since the EMST mixing model is intended for
use in flows with multiple scalars, it is useful to
study the model performance for two or more
scalars. The MSG model problem extends con-
ceptually to multiple scalars (say D in number)
provided the dimension of physical space is
increased to have D coordinate directions along
which the mean gradients for each scalar com-
ponent are imposed. In the simulation results to
be presented, the mixing of two scalars is con-
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sidered first and subsequently the mixing of 10
scalars.

Moment Equations

The scalar fields can be decomposed into mean
fields and fluctuating fields fb 5 ^fb& 1 f9b. If
the fluctuating scalar fields are initially homo-
geneous then they remain so for all time. The
equation for the fluctuating scalar in homoge-
neous, isotropic turbulence with zero mean ve-
locity can be written as

f9b
t

1 uj

^fb&

 xj
1



 xj
~ujf9b 2 ^ujf9b&!

5 G
2f9b

 xk xk
, (48)

where G is the scalar diffusivity (assumed equal
for all scalars). The scalar variance evolves as
follows:

1
2



t
^f9b

2& 5 2^f9buj&
^fb&

 xj
2 G Kf9b

 xk

f9b
 xk

L ,

(49)

with the terms on the right hand side being the
production of scalar variance due to the im-
posed mean scalar gradient and the scalar dis-
sipation respectively. The terms corresponding
to turbulent and molecular transport are absent
due to homogeneity, and the summation con-
vention is not applied to Greek indices.

Estimates for the growth rate of the scalar
variance in Eq. 49 can be obtained by simple
scaling arguments. For simplicity a single scalar
with mean scalar gradient in x1 is considered.
Assume the scalar dissipation scales like ^f91

2&/
tf, where tf is the scalar timescale which to a
first approximation can be assumed to be pro-
portional to the turbulence timescale t. Further
assuming gradient modeling for the scalar flux
^f91u1& 5 Gt^f1&/ x1, the production term
scales as Gt(^f1&/ x1)2, where the eddy diffu-
sivity Gt is assumed to scale like u9l (u9 and l
being the characteristic turbulence velocity and
length scales respectively). If the empirical re-
lations for the evolution of the turbulent scales
in decaying isotropic grid turbulence are used
(l ; t12n/ 2, u9 ; t2n/ 2, t ; t, where n is the
exponent in the velocity variance decay law for
grid turbulence), then the production scales like

(^f1&/ x1)2t12n and the dissipation like
^f91

2&t21. The growth rate of the scalar variance
can become stationary if

^f91
2& , S^f1&

 x1
D2

l2 , t22n < t0.7.

The scalar–velocity correlation coefficient is
defined as

rbj 5 ^f9bu~ j!&/Î^f9b
2&^u9~ j!

2&

where there is no sum over bracketed indices.
The equation for the scalar flux evolution is



t
^uif9b& 5 2^uiuj&

^fb&

 xj
1 ^ujf9b&

^Ui&

 xj

2 ~G 1 n!Kf9b
 xk

ui

 xk
L

1 Kp9

r

f9b
 xi

L , (50)

where statistical homogeneity is used to simplify
the dissipation and pressure-scrambling terms,
and to neglect the convection and triple corre-
lation terms. In the absence of homogeneous
shear the second term on the right hand side is
zero. It is customary to assume that in high
Reynolds number turbulence the scalar flux
dissipation can be neglected if local isotropy
prevails. DNS results of Overholt and Pope [6]
show that this term may not be negligible for Rl

, 350. For sufficiently high Reynolds number
this term may be neglected and the scalar flux
evolution reaches an equilibrium state when the
pressure scrambling term ^p9/r 3 f9b/ xk&
balances the production of scalar flux through
the mean scalar gradient.

Particle Evolution Equations

Since the velocity and fluctuating scalar fields
are homogeneous, the particles in the simula-
tion need have only velocity and scalar proper-
ties associated with them. The velocity and
fluctuating scalar values are scaled as follows:

u*i 5 ui/u9 (51)

f*b 5 f9b/Su93

e

^f~b!&

 x~b!
D (52)
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where u9 is the standard deviation of the veloc-
ity and e is the dissipation rate of turbulence.
The particles are evolved in scaled time s given
by:

s ; E
0

t

^v& dt, (53)

where ^v& is the mean turbulent frequency.
The particle velocity evolves by the simplified

Langevin model (SLM):

du*i 5 2
1
7

u*ids 1 $dWi, (54)

where the drift (21/7) and diffusion ($) coef-
ficients are chosen appropriately for stationary
or decaying turbulence. These values are given
in Table 1.

The particle fluctuating compositions evolve
by

df*b
ds

5 Q 2
3
2 u*b, (55)

where Q represents the mixing model, and the
second term in u*b represents the effect of the
mean scalar gradient.

EMST Model Results

Decaying Turbulence

The EMST model is applied to the MSG model
problem with two scalars. There is an imposed
linear gradient of ^f1& in the x1 direction and of
^f2& in the x2 direction respectively. The velocity
field is chosen to be decaying isotropic turbu-
lence. The simulations are performed with N 5
8192 particles in the ensemble, initially joint-
normally distributed in velocity–composition
space. All the velocities and scalars have zero
mean. The velocity–composition covariance
matrix is diagonal. The velocity variances are all

unity, and the scalar variances are set to 10212.
The particle properties are incremented over
time steps of Ds 5 0.005. Scalar–velocity cor-
relations attain nonzero stationary values for
the velocity components along which the scalar
has a mean gradient. The scaled scalar variances
and nonzero scalar–velocity correlations evolve
to their stationary values. Stationary values for
all the moments are determined by time aver-
aging. The time averaging commences when the
ratio of scalar variance production to scalar
dissipation reaches 92% of its stationary value
which is unity. The stationary values of the
mean and skewness are shown in Table 2. The
evolution of the cumulative distribution func-
tion (cdf) of scalar 2 is shown in Fig. 7. The
other scalar is statistically identical.

Experimental Data

Sirivat and Warhaft [5] performed experiments
to study the evolution of temperature variance
and heat flux under the influence of a passive
cross-stream temperature gradient in grid tur-
bulence. The mean temperature gradient was
generated using two different heating arrange-
ments (referred to as the mandoline and the
toaster). Even for this relatively simple flow it is
difficult to reconcile the measurements of scalar
variance growth rate and the stationary values
of the scaled variance obtained by the two
methods [8]. The principal reasons are: (i)
uncertainty whether the toaster flow had
reached a truly stationary state, (ii) uncertainty
whether the Reynolds number was high enough
for the measurements to be Reynolds number
independent, (iii) influence of the different ini-
tial conditions in the two experiments. The
EMST model predicts a stationary scaled scalar
variance which lies closer to the toaster (relative
error in scalar standard deviation is 16%) than
the mandoline data (Table 3). The stationary
scalar–velocity correlation predicted by the
EMST model (relative error of 30%) is also
shown in Table 3.

Stationary Turbulence

The scaled scalar variances and nonzero scalar–
velocity correlations for stationary turbulence
also evolve to stationary values. The stationary
values of the mean and skewness for the station-

TABLE 1

Values of Drift and Diffusion Coefficients in the SLM
Model for Stationary and Decaying Turbulence

Drift (21/7) Diffusion ($)

Stationary 23C0/4 =3C0/2
Decaying 2(1/2 1 3C0/4) =3C0/2
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ary turbulence case are tabulated in Table 2.
The plot of the cumulative distribution function
(cdf) of scalar 2 after 10 mixing timescales is
very similar to that obtained in the decaying
turbulence case. DNS results of the same flow
by Overholt and Pope [6] indicate a strong
dependence of the scaled scalar variance on
Reynolds number. The DNS results actually
show a decrease in the scaled scalar variance
with increasing Reynolds number. The DNS
results also indicate that the mechanical-to-
scalar timescale ratio varies from 1.8 to 3.0 and
increases with Reynolds number. On the other
hand in the EMST model this ratio is held
constant with the choice of Cf 5 2.0. As a
consequence the model (which does not incor-
porate a Reynolds number dependence) is in-

capable of reproducing the range of scalar vari-
ance values obtained from the DNS. The only
reasonable (and weak) conclusion that can be
drawn from this comparison is that the model
predictions are within the range of the DNS
data. The relevant values are tabulated in Table
4.

Multiple Scalars in Stationary Turbulence

The EMST model is applied to the MSG model
problem with 10 scalars. The numerical param-
eters are identical to those in the previous
results. However, for this case the initial scalar
variances are all chosen to be unity. Since all the
scalars are statistically identical, results are pre-
sented only for the tenth scalar. The stationary
values of the mean and skewness of the tenth
scalar for the stationary turbulence case are

TABLE 3

Comparison of Stationary Values of the Scaled Scalar
Variance and Scalar–Velocity Correlation from

Experiment with the EMST Model Results for the MSG
Test in Decaying Turbulence

^f*2& r

Mandoline 1.10 [1.06, 1.18]a 20.7
Toaster 0.75 [0.68, 0.81] 20.68
EMST

Model
Scalar 1 0.53 [0.51, 0.55] 20.48 [20.51, 20.46]
Scalar 2 0.51 [0.49, 0.52] 20.49 [20.51, 20.47]

a Corresponding minimum and maximum values in the
time interval over which averaging was performed are
shown in square brackets.

TABLE 2

Values of the Stationary Scalar Mean and Skewness for the MSG Test Problem Using
the EMST Mixing Model

Scalar Mean Scalar Skewness

Decaying
Scalar 1 24.6 3 10210[21.4 3 1028, 1.3 3 1028]a 20.008[20.06, 0.03]
Scalar 2 23.9 3 10210[21.4 3 1028, 1.2 3 1028] 0.02[20.05, 0.08]

Stationary
Scalar 1 5.1 3 10210[21.9 3 1028, 1.4 3 1028] 23.8 3 1022[28.1 3 1022, 1.7 3 1022]
Scalar 2 7.6 3 10210[22.2 3 1028, 1.2 3 1028] 5. 3 1022[6.5 3 1024, 0.1]

Stationary
Scalar 10 28.5 3 10210[23.8 3 1029, 2.9 3 1029] 20.22[20.32, 20.15]

a Corresponding minimum and maximum values in the time interval over which averaging was performed are shown in
square brackets.

Fig. 7. Evolution of the cdf of scalar 2 in the mean scalar
gradient test (decaying turbulence) using the EMST model;
— initial cdf (s 5 0), - - - s 5 5.0.
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tabulated in Table 2. The cumulative distribu-
tion function (cdf) of the tenth scalar after 10
mixing timescales is shown in Fig. 8. While these
results are not identical to those obtained from
the simulation for two scalars, the departures
are small enough to not invalidate the use of
this model for a wide class of reactive flows. The
dependence on dimensionality of the composi-
tion space arises from the variation in the
structure of the EMST with dimension of the
composition space, and this dependence is ex-
pected to become weaker with increasing scalar
dimension.

IEM Model Results

The evolution equation for f*b corresponding to
the IEM model for mixing is

df*b
ds

5 2aIf*b 2 u*b, (56)

where aI is a model constant. The relation
between aI and Cf can be deduced from Eq. 16
to be

aI 5
Cf

2
. (57)

The corresponding scalar variance and scalar
flux evolution equations are (dropping the b
subscript since all the scalars are statistically
identical)

d^u*f*&

ds
5 u9*Srbb

df*
ds

1 f*
drbb

ds D (58)

5 2SaI 1
1
7D ^u*f*& 2 ^u*2& (59)

d^f*2&

ds
5 2aI^f*2& 2 ^u*f*& (60)

Setting the time derivatives to zero for station-
ary solutions, we obtain the stationary scalar–
velocity correlation and scalar variance values
to be

rss 5 2ÎaI7/~1 1 aI7! (61)

^f*2&ss 5 2
rssu9*

aI
. (62)

The stationary values of the scalar–velocity cor-
relation and scaled scalar variance for stationary
and decaying turbulence cases as predicted by
these formulae (using the values for the model
constants given in Table 1) are tabulated in
Table 5. It is seen that the IEM model predic-
tions are closer to the experimental results for
the decaying case, whereas in the stationary case
the large variation with Reynolds number in the
DNS results precludes any meaningful compar-
ison.

Since the model for scalar dissipation in the
scalar variance equation (Eq. 49) is the same for
both the IEM and EMST models, the differ-
ences in the stationary scalar variance results
must arise from the production term. This can
be explained as arising from differences in the
nonzero scalar flux terms ^f9buj&. Recently,
Pope [26] has shown that since the scalar flux is

TABLE 4

Comparison of Stationary Values of the Scaled Scalar
Variance and Scalar–Velocity Correlation from DNS Data

with the EMST Model Results for the MSG Test in
Stationary Turbulence

^f*2& r

DNS
Rl 5 28 1.01 20.60
Rl 5 52 0.69 20.56
Rl 5 84 0.59 20.53
Rl 5 185 0.31 20.46
EMST Model

Scalar 1 0.62 20.53
Scalar 2 0.60 20.52

Fig. 8. Evolution of the cdf of scalar 10 after ten mixing
times in the mean scalar gradient test (stationary turbu-
lence) using the EMST model; — s 5 0, - - - s 5 5.0.
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independent of the diffusivity at high Peclet
number, the modeled scalar flux ^f*bu*j& should
be independent of the mixing model (i.e., it
should be determined from the drift coefficients
in the particle velocity model). The IEM model
as described in this paper has a spurious source
term in the modeled scalar flux equation. A
correction to this model has also been suggested
by Pope [26] but numerical implementation of
this may not be straightforward. It should be
noted that the EMST model also violates the
diffusivity independence principle as expressed
in terms of the modeled scalar flux equation’s
independence of the mixing model coefficients.
Any two mixing models that satisfy the diffusiv-
ity independence principle would yield identical
results for the stationary scaled variance (in the
MSG model problem) and scalar–velocity cor-
relation, provided the same velocity model was
used. Of course there would be differences in
the scalar cdf’s which would also be manifest in
the higher scalar moments.

DIFFUSION FLAME TEST RESULT

The EMST mixing model is applied to the
diffusion flame test which is an idealized reac-
tive flow test problem. The objective is to verify
the hypothesis that a mixing model that is local
in composition space will yield the correct phys-
ical behavior for this particular test case. To
recapitulate, consider an idealized diffusion
flame in homogeneous isotropic turbulence with
infinitely fast chemistry. The fluid composition
is represented by two variables: mixture fraction
j and a reaction progress variable Y. The initial
condition (t 5 0) for mixture fraction is chosen

to be a b-distribution with mean and variance
which correspond to a typical experiment. The
progress variable is initially at equilibrium (de-
noted Ye). The one-step, irreversible reaction is
confined to a region in composition space as
shown in Fig. 1.

As the flow evolves from this homogeneous
initial condition, reactants enter the reaction
zone by mixing and are instantly reacted to form
products resulting in flame sheet combustion
[3]. Since the reaction is infinitely fast compared
to the mixing and is also irreversible, the only
stable solution for t . 0 corresponds to com-
plete combustion, i.e., all the particles lie on the
equilibrium line.

The evolution of the composition jpdf is
computed using a Monte Carlo particle method
where the discrete jpdf of composition, which is
an ensemble of delta functions in the two-
dimensional composition space, is represented
by an ensemble of 4096 particles with two
properties: mixture fraction j and progress vari-
able Y. At any time t in the simulation, particle
properties are advanced over a time step Dt
which is chosen to be a user-defined fraction
(4 3 1023 for the diffusion flame test) of the
minimum physical timescale in the problem. For
the diffusion flame test with infinitely fast chem-
istry the chemical time scale is zero. Conse-
quently the minimum physical timescale is the
only other timescale in the problem, which is the
mixing timescale tf. Both mixture fraction and
progress variable properties of the particles are
advanced using the EMST mixing model. The
effect of infinitely fast, irreversible reaction is
accounted for by setting Y to the corresponding
equilibrium value. The scatter plot in composi-
tion space at time t 5 0.8tf (Fig. 9) shows that
the EMST model reproduces the expected phys-
ical behavior. It should be noted, however, that
localness is affected by the number of particles
NT which are used to form the EMST.

The same simulation is performed with the
IEM mixing model, and the corresponding scat-
ter plot in composition space at time t 5 0.8tf

is shown in Fig. 10. It is clear that particles do
not all lie on the equilibrium line and the model
fails to reproduce the expected physical behav-
ior. Particles corresponding to composition val-
ues outside the reaction zone relax to the mean
composition and are drawn away from their

TABLE 5

Comparison of IEM and EMST Model Predictions of
Stationary Scaled Scalar Variance and Scalar–Velocity

Correlation for the Mean Scalar Gradient Model Problem
for Stationary and Decaying Turbulence

IEM EMST

Stationary
^f*2&ss 0.873 0.62
rss 20.62 20.53

Decaying
^f*2&ss 0.73 0.53
rss 20.57 20.48
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initial condition on the equilibrium line. Parti-
cles in the reaction zone are of course instantly
reacted back to their equilibrium values at each
time step. This accounts for the piecewise linear
scatter plot in Fig. 10 [7].

CONCLUSION

A new model for the mixing of multiple reactive
scalars has been developed. This pairwise ex-
change model is based on Euclidean minimum
spanning trees constructed in composition
space and possesses the important property that
it is local in composition space. It also satisfies
the mean conservation and variance decay
properties. Boundedness of compositions is pre-
served by the EMST model. However, this

model does not satisfy the independence and
linearity properties.

The model is applied to an inert scalar mixing
test problem based on the imposed mean tem-
perature gradient experiment of Sirivat and
Warhaft [5]. Reasonable results are obtained
for the scalar variance and scalar–velocity cor-
relation but the agreement with experimental
data (which has a high variability depending on
the heater configuration used) is not close.
The model results are also compared with the
DNS data of Overholt and Pope [6] for a
similar mean scalar gradient problem in sta-
tionary turbulence. Unfortunately the com-
parison is not conclusive since there is a
strong Reynolds number dependence in the
DNS results, whereas the model incorporates
no Reynolds number dependence. It is as-
sumed in the modeling that the Reynolds
number is very large.

Finally the model is tested in a reactive flow
test problem called the diffusion flame test.
Excellent results are obtained using the EMST
model, confirming the hypothesis that the local-
ness principle forms a sound basis for reproduc-
ing the expected physical behavior in this prob-
lem. These are contrasted with the incorrect
results obtained using the IEM model. Similar
deficiencies have been documented with Curl’s
model also [3].

The EMST model has been applied to piloted
jet diffusion flames and preliminary qualitative
results are encouraging [7]. Further quantitative
results are anticipated and will provide a further
test for the model. The model is also currently
being applied to a variety of reactive flow test
problems which will provide detailed informa-
tion concerning the model behavior in various
flow situations.

This work was supported by the Air Force Office
of Scientific Research, Grant F49620-94-1-0098.
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