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A methodology termed “frequency-velocity-scalar filtered mass density function” (FVS-FMDF) is
developed for large eddy simulation (LES) of turbulent flows. The FVS-FMDF takes account of
unresolved subgrid scales (SGSs) by considering the joint probability density function (PDF) of the
frequency, the velocity, and the scalar fields. An exact transport equation is derived for the
FVS-FMDF in which the effects of convection and chemical reaction are in closed forms. The
unclosed terms in this equation are modeled in a fashion similar to PDF methods in
Reynolds-averaged Navier—Stokes simulations. The FVS-FMDF transport is modeled via a set of
stochastic differential equations (SDEs). The numerical solution procedure is based on a hybrid
finite-difference (FD)/Monte Carlo (MC) method in which the LES filtered transport equations are
solved by the FD, and the set of SDEs is solved by a Lagrangian MC procedure. LES of a
temporally developing mixing layer is conducted via the FVS-FMDF, and the results are compared
with those via the Smagorinsky SGS closure. All these results are also assessed by comparison with
those obtained by direct numerical simulation (DNS). The FVS-FMDF predictions show favorable

agreements with DNS data. © 2009 American Institute of Physics. [DOI: 10.1063/1.3153907]

I. INTRODUCTION

The objective of large eddy simulation (LES) is to re-
solve the turbulent unsteady large scale motions directly
while accounting for the small scale motions via a subgrid
scale (SGS) model. In LES of turbulent reactive flows, this is
particularly challenging due to the complex nature of
turbulence-chemistry interactions. The filtered density func-
tion (FDF) (Refs. 1 and 2) has proven quite effective in this
regard, as it accounts for the effects of chemical reaction in a
closed form. The fundamental property of FDF is to take
account of SGS effects in a probabilistic manner. There have
been significant recent contributions on application of FDF
to various flame conﬁgurations,3_7 all of which are based on
the scalar FDF (SFDF).*” In this approach, the FDF of scalar
variables are considered; therefore, a SGS closure, similar to
“conventional” LES, is needed. With the development of the
velocity FDF (VEDF),'° the model was extended for SGS
closure of the hydrodynamics. In VFDF the effect of SGS
convection appears in a closed form. Nevertheless, the VFDF
is only suitable for constant-density nonreacting flows since
it contains no information on the scalar fields. This is cir-
cumvented by considering the joint velocity-scalar FDF
(VSFDF) for constant-density flows'' and the joint velocity-
scalar filtered mass density function (VSEMDF) for variable-
density flows."?

The FDF is shown to describe the complex turbulent
transport more accurately compared to conventional SGS
models,'*"? as it contains the complete information on joint
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SGS statistics of the velocity and the scalar fields. However,
due to its lack of information on flow scales, the SGS time
scale is obtained from additional ad hoc models. The objec-
tive of the present work is to provide a “complete” closure
for LES by embedding the information about the scales
within the framework of FDF. This is achieved by extending
the definition of FDF to include the frequency and defining
the “frequency-velocity-scalar filtered mass density func-
tion” (FVS-FMDF). This approach is similar to that used in
Reynolds-averaged Navier—Stokes (RANS)/probability den-
sity function (PDF),"'*'® in which stochastic frequency
models are developed to represent the statistical behavior of
the instantaneous dissipation. A differential frequency model
is constructed here to allow the frequency to relax to a fil-
tered frequency model widely used in conventional LES. The
SGS mixing frequency is based on the conditional frequency
model'*'> which represents the filtered value of the par-
ticles. This treatment results in smaller numerical fluctua-
tions in stochastic variables. The FVS-FMDF provides a
more realistic representation of the stochastic particles by
taking account of their history and origin.”’]8 The complete
information on joint velocity-scalar-frequency statistics pro-
vided by this methodology is useful for a more realistic mod-
eling of complex turbulent reactive flows.

With the modeled FVS-FMDEF, LES is conducted of a
three-dimensional (3D) temporally developing mixing layer.
The simulated results are compared with those predicted by
the Smagorinsky19 SGS closure. All these results are as-
sessed by comparison with direct numerical simulation
(DNS) of the same layer.

© 2009 American Institute of Physics
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Il. FORMULATION

In a low Mach number turbulent reactive flow, the com-
pressible form of conservation equations, the continuity, the
Navier-Stokes, the energy (enthalpy), and the scalar
transport,20
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LIy, (1a)
dpu; Jdpu;u; d T
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a=1,2,..., o=N;+1,

govern the space (x=x;, i=1,2,3) and time () variations
of the fluid density p(x,), the velocity vector u =u,(x,t), the
pressure p(x,1), and the compositional scalars ¢,(x,7). Com-
positional scalars ¢, (a=1,...,N,+1) represent the mass
fraction of N, chemical species and enthalpy. These equa-
tions, along with an equation of state,
NS
p=pR'T Y /M, =pRT. (2)

a=1

form a closed set of equations. In Eq. (2), R® and R are the
universal and mixture gas constants and M, denotes the mo-
lecular weight of species «. The chemical reaction source
terms Sazﬁa[qﬁ(x,t)] are functions of compositional scalars
(¢=I[¢1.¢s..... ¢y 1]). For a Newtonian fluid, with Fick’s
law of diffusion, the viscous stress tensor Tij and the scalar
flux Jj‘-)‘ are represented by
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where w is the fluid dynamic viscosity and y=pI" denotes the
thermal and mass molecular diffusivity coefficients for all
the scalars. We assume unity Schmidt and Prandtl numbers.
Here for simplicity, the viscosity and molecular diffusivity
coefficients are assumed to be constants.
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In LES, the transport equations are filtered using the
. . L 1,21-24
spatial filtering operation

(fx,1)¢ = f S DG x)dx’, 4)

where G(x’,x) represents the filter function with character-
istic width A. We consider a filter function that is spatially
and temporally invariant and localized; thus, G(x’,x)
= G(x’—x) with the properties G(x)=0 and [*G(x)dx=1.
The filtered and Favre filtered values of variable f(x,7) are
denoted by (f(x,1)), and {f(x,1)),={pf)¢/{p)¢, respectively.
The filtered form of the governing equations [Eqgs. (1a)—(1c)]
are
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The closure problem is associated with the SGS stress
T(ui,uj), the SGS scalar flux 7(u;, @), and the filtered chemi-
cal reaction source term (S,);, where w(a,b)=(ab),

—(@)1 (D).

lll. THE FREQUENCY-VELOCITY-SCALAR FILTERED
MASS DENSITY FUNCTION

A. Definitions

For the scalar array ¢(x,1) (¢p=[c,, P,, ... ’¢Ns+1])’ the
velocity u(x,1), and the frequency w(x,7) (Ref. 16) fields, the
complete SGS statistical information is included in the FVS-
FMDF which is formally defined as""?

PL(07v7¢,7X;t):f p(x',t)([ﬁ,v,lll;w(x',t),u(x’,t),¢(X',t)]G(x'—x)dx', (6)
where
3 Ng+1
do.v. ¢ 0(x.0).u(x.1), (x.0]= d0- ox. )T v~ u(x. DT o= palx.0], (7)
i=1 a=1
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is the “fine-grained” densityzs’26 and & denotes the Dirac

delta function. In this equation, 6, v, and ¢ are the sample
space variables corresponding to frequency, velocity vector,
and scalar array, respectively. The FVS-FMDF is the spa-

Q =(0(x.0)|w(x,1) = fu(x,) =v, p(x,1) = ),

2O )p(x", 0 bv, g w(x', 1) u(x',1), p(x',)]G(x’
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tially filtered value of the fine-grained density and has all the
properties of a mass density function.” For further develop-
ments it is useful to define the “conditional filtered value” of
the variable Q(x,¢) as

P, (6v,4,x;1)

The filtered value of any function of the frequency, velocity,

and/or scalar variables Q(ﬁ,v,c/t) is obtained by integration
over the frequency, velocity, and scalar sample space,

(p(x,0)(Q(x,0),
=fff OCQ(G,v,t,lt)PL(ﬁ,v,t//,x;t)dﬂdvdl,[/.
9)

B. Exact FVS-FMDF transport equation

The time derivative of the fine-grained density function,
Eq. (7), is obtained from
9 ou; 0L I, 0
(oL, 20, 9L )

Jw &§>
L 222
Jt at dv; It Y,

ar 90"

By substituting for velocity and scalar time derivatives from
Egs. (1a)—(lc) in this equation and performing the filtering
operation, according to Eq. (6), an exact transport equation
for the FVS-FMDF is obtained as'>

dv,P
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where Dw/Dt=0dw/dt+u(dw/dx;). In this equation, the ef-
fects of convection, the second term on left-hand side, and
chemical reaction, the first term on the right-hand side, ap-
pear in closed forms. The conditional filter terms represent
convective effects in the frequency-velocity-scalar sample
space and are unclosed.
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— +
ot (?x,-
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(11)

—x)dx’ . ®)

C. Modeled FVS-FMDF transport equation

The transport of FVS-FMDF is modeled by a “stochastic
particle system” governed by a set of stochastic differential
equations (SDEs),""!2

Xt = Utde+ | 2 aw, (122)
o)
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depy, =~ Cy Uy, — (bo)L)dt + S (pF)dr, (12¢)
dow*=-C, QUw" - d)d:. (124d)

These SDEs are diffusion processes’’ with X/ (1), Ui),
(1), and w*(r) representing stochastic processes corre-
sponding to position, velocity, scalar variables, and fre-
quency, respectively. The W terms denote the Wiener-Lévy
processes.”’ The terms k=(u;,u;)/2 and Q denote the SGS
kinetic energy and the SGS mixing frequency, respectively.
In this equation, the simplified Langevin model (SLM)'#2%-%
is employed combined with the linear mean
estimation,31
the mean®”

square
also known as interchange by exchange with
closure. In SLM, the term Gy is modeled as

G,=-0(3+3C) 8, (13)

ij
which corresponds to Rotta’s model in RANS.* The effect
of model constants C, and C, has been studied extensively
in our previous works. 1011 The values CO 2.1 and C¢—1 are
chosen as suggested in the literature.” The SGS mixing fre-
quency () is defined as the conditional filtered frequency

QO = Cofow*|ow" ={(w));, (14)

similar to that in RANS/PDFE."'*'> The Cq value is deter-
mined by imposing the condition Q=(w); in fully turbulent
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regions.15 It is observed that C, varies around 0.9 with very
small fluctuations. Therefore, we set C=0.9. In Eq. (12d), @
is the “local” frequency and is obtained as

d=¢&k, e=CK"/A, (15)
where k and @ are evaluated on the finite-difference (FD)
grid points [with 7(u;,u;) obtained from the Monte Carlo

(MC) solver] and Cy is a model parameter. Considering the
justifications and caveats™?* of using such a simple model
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for € it is adopted here because of its wide utilization in
conventional LES.

The frequency model, Eq. (12d), is a relaxation equation
that causes the stochastic frequency to relax to the local fre-
quency @. As C,, increases, w* converges faster to the local
frequency @. The sensitivity of the FVS-FMDF to model
constants C,, and Cy is discussed in Sec. V C.

The Fokker—Planck equation % which describes the
transport of F;(6,v, ¢,x;1), the joint PDF of X*, U*, ¢p* and
w", is obtained from Eq. (12) as

Iy dviFL_ 0 [ a(FL/<p>g)}_a[sa(w>FL]+ 1 KpyeoF, 2 a( &<u,->L)ﬁ 19 ( Ku)y >L)aFL
ot ox; _8xj Ix; P, (pYe Ix; v; <p>€&x H ax; ) dv;  (p)eox; ax; | dv;
2 1 i( 07<”{>L)ﬂ_G“&[(vi_<u{>L)FL] _(2_1“'07<Mi>L07_FL>+La<ui>Lﬁ<uj>L FFy
3o \F oy, Jau, Y v, ox;\(p)e ox; av; )" (p)e oxp  dx, dv,dv;
1 FFy (o= (D)) F 1] J )
+ 2Cokﬂaviavi+C¢Q 0. +C Qae[(ﬁ—w)FL]. (16)

The stochastic particle system, Eq. (12), aims to represent
the fluid system, governed by Egs. (l1a)-(1c), at the level of
one-point one-time statistics. Therefore, the PDF of the sto-
chastic particle system is made to correspond with the PDF
of SGS fields (the FVS-FMDF), ie., P,(6,v,¥,x;1)
=F;(6,v,4,x;1). As a result, all the statistics obtained from
the two systems are equivalent. This is shown in our previ-
ous works'? and is not repeated here. The implied closure for
the SDEs [Eq. (12)] is obtained by comparing the Fokker—
Planck equation [Eq. (16)] to the FVS-FMDF exact transport
equation [Eq. (11)]. The filtered frequency transport equation
implied by the stochastic particle system, which is obtained
from Eq. (16) by integration according to Eq. (9), is given by

HpYw), + Hp)up ), _ i( &<w>L>
ot ax; o, ox;
_ Ap)riu, )
ox;

- Cp)((w), - @).
(17)

IV. NUMERICAL SOLUTION PROCEDURE

A hybrid FD/MC scheme is employed to solve the
coupled set of SDEs [Eq. (12)] and the filtered hydrody-
namic equations. In this scheme, the domain is discretized by
the FD grid points and the set of SDEs is solved by an
ensemble of MC particles.36 For simulations, the FDF is rep-
resented by an ensemble of N, statistically identical MC par-
ticles. Each particle carries information pertaining to its po-
sition, X"(r), frequency, w"(r), velocity, U"(¢), and scalar
value, qb(”)(t), n=1,...,N,. This information is updated by

integrating the corresponding SDEs, Eq. (12), over time via
Euler—-Maruyamma discretization.”” For example, for Eq.
(12a),

X! (1) = X (1) + [DF (1) 1" At + [BY(1) T"(AD [ (1) 1"
+ [F)'(-U(fk)]"(Af)m[gU(tk )]
+[FEAe) T AD [0t (18)

where Di(t,)=D{X"(t,),U"(1,), (1) :1,].... and (1)
are independent standardized Gaussian random variables.
This scheme preserves the Itd character of the SDEs.*® All of
the hydrodynamic variables are determined on the FD grid
points. A fourth order compact scheme is used for FD dis-
cretization of the flow equations, as described in Refs. 39
and 40. Transport of the MC particles and the change in their
properties are described by the SDEs in Eq. (12). The MC
particles are initially distributed randomly and are free to
move within the domain. This transport is Lagrangian; thus
the solution is free of the constraints associated with typical
simulation of convection on fixed grid points. The filtered
quantities are constructed on LES grid points by ensemble
averaging over the particles in an ensemble domain as

E= N_ E Jd — (O, (19)
Enelg Np—®
Ap—0

where Ny denotes the number of MC particles residing
within an ensemble domain of characteristic length A cen-
tered around each FD grid point. The particle variable /)
denotes the information carried by nth MC particle pertain-
ing to transport variable f. For reliable statistics with mini-
mal numerical dispersion, it is desired to minimize the size
of ensemble domain and maximize the number of the MC

Downloaded 03 Jan 2010 to 128.84.43.196. Redistribution subject to AIP license or copyright; see http://pof.aip.org/pof/copyright.jsp



075102-5 Frequency-velocity-scalar filtered mass density function

particles.26 In this way, the ensemble statistics would tend to
the desired filtered values. Transfer of information from the
grid points to the MC particles is accomplished by interpo-
lation. The computational accuracy of the methodology is
established by examining both the statistical and the disper-
sion errors.*! In doing so, the correlation of the fluid density
with MC particle distribution, the number of particles within
the domain, and the global distribution of the particles are
monitored in a manner similar to that reported in our previ-
ous works.*!? Reference 42 provides a detailed tutorial on
the numerical simulation of the FDF.

The FD solver determines the pressure field which is
further used in the MC solver. The filtered equations solved
by the FD include unclosed moments which are obtained
from the MC solver. The FD solver determines the filtered
frequency, velocity, and scalar fields which are also obtained
from the MC solver. That is, there is a “redundancy” in the
determination of the first filtered moments as both the
LES-FD and the MC procedures provide these fields. This
redundancy is in fact very useful in monitoring the accuracy
of the simulated results, as shown in our previous
works 9124344

V. RESULTS
A. Flow simulated and numerical specifications

The flow configuration considered is a 3D temporally
developing mixing layer. This flow consists of two parallel
streams traveling in opposite directions with the same
speed.“sf47 In the representation below, u, v, and w are the
velocity components in the x (streamwise), y (cross-stream),
and z (spanwise) directions, respectively. The filtered stream-
wise velocity, density, and passive scalar fields are initialized
using hyperbolic tangent profiles with free-stream conditions
as (uy; =1, (p)¢=0.5, and {(p);=1 on the top and (u);=-1,
(p)¢=1, and (&), =0 on the bottom. Simulations are con-
ducted on a cubic box, O0=x=L, -L/2=y=L/2, 0=z
=L where L is the normalized length specified as L
=2M\,/L,, where N, is the desired number of successive
vortex pairings and A\, is the wavelength of the most unstable
mode corresponding to the mean streamwise velocity profile
imposed at the initial time. The flow variables are normalized
with respect to the reference length L, defined as one-half the
initial vorticity thickness, and the reference velocity, defined
as one-half the velocity difference across the layer. The Rey-
nolds number based on these reference values is Re
=U,L,/ v=50. The flow is initialized similar to that in Ref. 48
and is assessed by comparing with the data obtained by DNS
of the same flow. Simulations are performed on 333 and 1933
equally spaced grid points for LES and DNS, respectively.
The grid spacing is the same in all directions and the LES
filter size is twice as large as the grid spacing in each direc-
tion. To filter the DNS data, a top-hat function with the width
equal to the LES filter size is used. The periodic boundary
condition is used in the streamwise and spanwise directions
and zero-derivative boundary condition is used at cross-
stream boundaries. The MC particles have variable weights,
as described in our previous works,g’12 and are distributed
uniformly throughout the computational domain in a random

Phys. Fluids 21, 075102 (2009)
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FIG. 1. (Color online) The instantaneous isosurface of the filtered frequency
((w);=0.083) at time r=80.

fashion. The initial number of particles per grid point is 320
and the ensemble domain size is set equal to one-half the
grid spacing in each direction. The initialization of the par-
ticles and their treatment at the boundaries are consistent
with the FD initial and boundary conditions. A spatial per-
turbation is used at the initial time which causes the forma-
tion of 3D large scale structures. This is demonstrated in Fig.
1 which shows the turbulent regions of the layer at time ¢
=80. In regions where frequency has lower values, the flow
is laminar, whereas high values denote turbulent regions of
the layer. In this figure, the formation of large scale struc-
tures in the spanwise and the streamwise directions is clearly
evident.

B. Model assessment

Since the accuracy of the FD results is well established,
the consistency check gives a useful assessment of the accu-
racy of the MC solver. The consistency of the velocity and
the scalar statistics is established in our previous works.> 12
Here, the consistency of the frequency statistics is demon-
strated. The filtered frequency obtained from the MC solver
by ensemble averaging [Eq. (19)] is compared with that ob-
tained by solving Eq. (17) directly using FD. Figure 2 shows
the scatter plot of filtered frequency obtained from both solv-
ers. The consistency is demonstrated by the high value of the
correlation coefficient.

One of the advantages of the FVS-FMDF is its capabil-
ity to take the history of particles into account. To demon-
strate this, the MC particles are tagged in the simulations
based on their original locations. Figure 3 shows the fre-
quency of MC particles near the center plane. The fully tur-
bulent region is located near the center (y=0) where the
value of frequency is the highest. Away from the center, the
intermittent flow regions are evident as the turbulent (high
frequency) and nonturbulent (low frequency) particles coex-
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FD

FIG. 2. Consistency of instantaneous filtered frequency obtained from FD
and MC at time #=80. The solid and dashed lines denote the linear regres-
sion and the 45° lines, respectively. r denotes the correlation coefficient. The
circles denote the filtered frequency values on the FD grid points.

ist. The PDF of particle frequency in these regions is
bimodal."""® As this figure demonstrates, the particles origi-
nating from high-speed stream penetrate deep into the low-
speed stream and vice versa. In this figure, the frequency @
[obtained from Eq. (15) on the FD grid points] is superim-
posed on particles. It is clear that the particles do not imme-
diately take the local frequency values. Instead, they retain
their original information as they move throughout the do-
main. The FVS-FMDF accounts for the origin of MC par-
ticles; thus it provides a more realistic representation of the
fluid particles.

Figure 4 shows the SGS mixing frequency, defined as
the conditional filtered frequency [Eq. (14)], and the filtered
frequency. As shown, the two quantities are equal near the
center of the layer where the frequency is the highest (fully
turbulent region). This is due to the specification of Cg), as
discussed in Sec. III C. Near the edges where the filtered
frequency is almost zero, the conditional filtered frequency
has finite values. Due to the intermittent nature of the flow in
these regions, as shown in Fig. 3, both turbulent and nontur-
bulent particles are present. The conditional filtered fre-
quency only takes the turbulent particles into account when
ensemble averaging in these regions.15 This quantity is
shown to be a more proper representative of the SGS mixing
frequency. Employment of conditional filtered frequency
causes the relative magnitude of dissipation to increase in the

0.08

0.06

0.04

Frequency

0.02

)

FIG. 3. Cross-stream variation of particle frequency values near the x=z
=30 plane at time #=80. The white and black circles denote particles origi-
nated in low-speed and high-speed streams, respectively. The squares denote
the frequency @ [Eq. (15)] values on the FD grid points.
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FIG. 4. Reynolds-averaged filtered (solid line) and SGS mixing (dashed
line) frequency values obtained from FVS-FMDF (C;=1, C,=1) simula-
tions at time ¢#=80.

edges of the layer.15 This is advantageous as it reduces the
level of numerical fluctuations in particle quantities. As an
example, in Fig. 5, a comparison of scatter plots is made
from three different simulations. Figure 5(a) corresponds to
the FVS-FMDF simulations in which the conditional filtered
frequency is used. Figures 5(b) and 5(c) are obtained from
the FVS-FMDF simulations in which the SGS mixing fre-
quency is substituted by the filtered frequency and the local
frequency, respectively. As demonstrated, the particles in
simulations with the conditional filtered frequency show the
smallest level of fluctuations near the edges. Although this
has little effect on the low order moments, it improves the
higher order moments significantly as shown in Fig. 6. In
this figure, in spite of close agreements between the filtered
velocity fields, the SGS kinetic energy predicted via (w);
shows unrealistic increase near the edges where the flow is
nearly laminar. The other two simulations provide more ac-
curate predictions of the SGS kinetic energy in these regions.

C. Comparative assessments of the FVS-FMDF

In this section we make a posteriori analysis of some of
the characteristics of the FVS-FMDF by comparing the re-
sults against DNS data. This assessment is to evaluate the
final results predicted by the FVS-FMDF and to determine
the range of frequency model parameters. In addition to
FVS-FMDF, LES is also conducted using the Smagorinsky19
SGS closure as employed by Moin et al.”’

In the following presentation, the “Reynolds-averaged”
statistics, shown by an overbar, are obtained by averaging the
instantaneous results over the homogeneous (x,z) directions.
Figures 7(a) and 7(b) show the Reynolds-averaged values of
the streamwise velocity and the passive scalar. Several val-
ues of the model parameters C; and C,, are considered. The
influence of other model parameters are assessed in our pre-
vious studies.®>"" It is observed that the first moments are
almost insensitive to these parameters. All the FVS-FMDF
results show good agreements with the DNS data. However,
with the Smagorinsky model, the thickness of the layer is
underpredicted. This is also evident in Figs. 7(c) and 7(d)
which show the time variation of momentum thickness,so
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(a)

FIG. 5. Particle streamwise velocity values obtained from simulations with
the SGS mixing frequency defined as (a) conditional filtered frequency (),
(b) {(w);, and (c) & [Eq. (15)]. These particles are collected near the z=20
plane at time ¢=80.

1 A
) = Pl(AM)2 f_w

(where Au=u,—u,, u; and u, are the top and bottom free-
stream streamwise velocity components, respectively, and p;
is the top free-stream density) and the scalar thickness,

8,(1) = y((¢); = 0.9) = y(h), = 0.1).

With the Smagorinsky model, these thicknesses are slightly
overpredicted initially and underpredicted significantly later
on. All the FVS-FMDF cases yield almost similar prediction
of the layer’s growth rate. The frequency model plays a cru-
cial role in the evolution of the layer through its description
of turbulent dissipation and SGS mixing frequency. To fur-

(o) = ) (uy —u)dy — (20)

(21)

Phys. Fluids 21, 075102 (2009)
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FIG. 6. Reynolds-averaged (a) filtered streamwise velocity and (b) SGS
kinetic energy at time r=80. The results obtained from simulations with the
SGS mixing frequency defined as @ (solid line), (w), (dashed line), and )
(symbol < ). The black circles denote filtered DNS data.

ther analyze the behavior of the SGS models, the following
integral quantities are considered:

Ek(f)=f %<ui>L<ui>LdX’

Nu:
Pk(t) = f pkdX, Pr=— <p>€7(unuj) <ul>L,

0x;

(22)

Dk(l‘)=f€udx’ €,=S {10,

By(t) = f min(0,p,)dx,

where E| is the resolved kinetic energy, P, is the SGS dissi-
pation (or the production rate of SGS kinetic energy which is
the rate of energy transfer from resolved to SGS scales), D,
denotes the resolved dissipation rate (which is the rate of
energy dissipation from the resolved field by molecular vis-
cosity), and By, is the total backscatter (defined as the rate of
energy transfer from the SGS back to the resolved scales™).
These integral quantities are shown in Fig. 8. Consistent with
Fig. 7, the resolved kinetic energy is underpredicted by the
Smagorinsky model initially and overpredicted at later times.
As Fig. 8(b) shows, the high SGS dissipation associated with
this model in the transitional stages hinders the development
of small scale vortical structures, which consequently causes
the underprediction of the SGS dissipation. The resolved dis-
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FIG. 7. Cross-stream variation of Reynolds-averaged filtered (a) streamwise velocity and (b) passive scalar; temporal variation of (¢c) momentum thickness and
(d) scalar thickness of the shear layer. The predictions are obtained from DNS, the FVS-FMDF, and the Smagorinsky model. The dashed lines denote the
Smagorinsky predictions. The symbols denote (V) FVS-FMDF (C;=0.5,C,=2), (¢) FVS-EMDF (C;=1, C,=1), (O) FVS-FMDF (C;=1, C,=2), (A)

FVS-EMDF (C;=2, C,=1), and (®) filtered DNS data.

sipation values are, in general, lower than those of the SGS
dissipation. As Fig. 8 demonstrates, the initial development
of the layer is more accurately predicted by the FVS-FMDEF.
The SGS dissipation depends more strongly on the frequency
model parameters: as Cy decreases, the peak magnitude in-
creases which causes increased decay rate of resolved kinetic
energy. The resolved dissipation is predicted similarly by the
FVS-FMDF regardless of the model parameter values. The
exception is C;=2 which causes an increase in this quantity
at late times. By definition, the Smagorinsky model does not
represent the backscatter. The FVS-FMDF is capable of pre-
dicting the backscatter, as shown in Fig. 8(d), without any
numerical instability problems.sz’53 With the model param-
eters chosen, the backscatter values are generally much
smaller than those predicted by DNS. As Figs. 8(b) and 8(d)
suggest, as C, decreases peak magnitudes of both SGS dis-
sipation and backscatter increase.

The SGS kinetic energy and several components of SGS
stress and SGS scalar flux tensors are shown in Figs. 9 and
10. The FVS-FMDF provides satisfactory predictions of SGS
fields. The Smagorinsky model underpredicts these stresses.
An exception is the scalar flux (v, ¢), which is predicted
well by the Smagorinsky model and the FVS-FMDF (with
Cy=2 and C,=1). While the SGS fields are less sensitive to
the C, value, lowering Cy results in significant overpredic-
tion of SGS fields. With C;=0.5 and C,=2 the SGS contri-
bution is a large fraction of the total stresses which is unsuit-

able for LES. Figures 11-14 show several components of
Reynolds-averaged “resolved” and “total” stress and scalar
flux tensors. The former is R(a,b) with R(a,b)=({a),
—{a);)({b);—(b);) and the latter is r(a,b) with r(a,b)=(a

—a)(b—b). In DNS, the total components are directly avail-
able, while in LES they are approximated by r(a,b)
~R(a,b)+ma,b).*® The Smagorinsky model underpredicts
both spread and peak values of the resolved and the total
fields. The FVS-FMDF (with C;=2 and C,=1) provides
close agreements with DNS data. Small C values result in
decreased resolved fields. However, large C, values cause
the resolved fields to increase. The most accurate overall
FVS-FMDF predictions are obtained with C;=2 and C,=1.
The model parameters C; and C,, have insignificant influence
on the first order moments. However, although the SGS and
resolved contributions are quite sensitive to these param-
eters, the total fields show relatively less variations. This is
consistent with our previous works. "2

VI. SUMMARY AND CONCLUDING REMARKS

The FDF methodology has proven very effective for the
simulation of turbulent reacting flows. In previous investiga-
tions, the marginal FDF of the scalar, that of the velocity, and
the joint VSFDF were considered. All these methodologies
are somewhat deficient in providing accurate information on
the SGS time or length scales. The objective of the present
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FIG. 8. Temporal variation of (a) resolved kinetic energy, (b) SGS dissipation, (c) resolved dissipation, and (d) backscatter predicted by DNS and LES using
the FVS-FMDF and the Smagorinsky model. The dashed lines denote the Smagorinsky model predictions. The symbols denote (V) FVS-FMDF (C;=0.5,
C,=2), (0) FVS-FMDF (Cf=l , C,=1), (0) FVS-FMDF (Cf=l , C,=2), (A) FVS-FMDF (Cf=2, C,=1), and (@) filtered DNS data.
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FIG. 9. Reynolds-averaged SGS kinetic energy and components of SGS stress and SGS scalar flux tensors obtained at time #=60. The dashed lines denote the
Smagorinsky model predictions. The symbols denote (V) FVS-FMDF (C;=0.5, C,=2), (¢) FVS-FMDF (C;=1, C,=1), (O) FVS-FMDF (C;=1, C,
=2), (A) FVS-FMDF (C;=2, C,=1), and (@) filtered DNS data.
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FIG. 10. Reynolds-averaged SGS kinetic energy and components of SGS stress and SGS scalar flux tensors obtained at time r=80. The dashed lines denote
the Smagorinsky model predictions. The symbols denote (V) FVS-EMDF (C;=0.5,C,=2), (¢) FVS-FMDF (C;=1, C,=1), (O) FVS-EMDF (C,
=1, C,=2), (A) FVS-FMDF (C;=2, C,=1), and (®) filtered DNS data.
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FIG. 11. Reynolds-averaged resolved kinetic energy and components of resolved stress and resolved scalar flux tensors obtained at time =60. The dashed
lines denote the Smagorinsky model predictions. The symbols denote (V) FVS-FMDF (C;=0.5,C,=2), () FVS-FMDF (C;=1, C,=1), (O) FVS-FMDF
(Cy=1, C,=2), (A) FVS-FMDF (C;=2, C,=1), and (@) filtered DNS data.
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FIG. 12. Reynolds-averaged resolved kinetic energy and components of resolved stress and resolved scalar flux tensors obtained at time #=80. The dashed
lines denote the Smagorinsky model predictions. The symbols denote (V) FVS-FMDF (C;=0.5,C,=2), (¢) FVS-FMDF (C;=1, C,=1), (O0) FVS-FMDF
(Cy=1, C,=2), (A) FVS-FEMDF (C;=2, C,=1), and (®) filtered DNS data.
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FIG. 13. Reynolds-averaged total kinetic energy and components of total stress and total scalar flux tensors obtained at time =60. The dashed lines denote
the Smagorinsky model predictions. The symbols denote (V) FVS-FMDF (C;=0.5,C,=2), (¢) FVS-EMDF (C;=1, C,=1), (O) FVS-FMDF (C,
=1, C,=2), (A) FVS-FMDF (C;=2, C,=1), and (®) filtered DNS data.
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FIG. 14. Reynolds-averaged total kinetic energy and components of total stress and total scalar flux tensors obtained at time #=80. The dashed lines denote
the Smagorinsky model predictions. The symbols denote (V) FVS-FMDF (C;=0.5,C,=2), (¢) FVS-EMDF (C;=1, C,=1), (O) FVS-FMDF (C,

=1, C,=2), (A) FVS-FMDF (C;=2, C,=1), and (@) filtered DNS data.

work is to address this deficiency by including the transport
of the frequency within the FDF framework. The resulting
formulation contains the complete statistical information on
joint frequency, velocity, and scalar fields and is entitled
“frequency-velocity-scalar filtered mass density function”
(FVS-FMDF). The FVS-FMDF is governed by an exact
transport equation which is derived from the Navier—Stokes
and the scalars’ transport equations. In FVS-FMDF transport
equation, the effects of convection and chemical reactions
are in closed forms. The unclosed terms are modeled in a
fashion similar to those typically followed in PDF methods
in RANS simulations. The modeled FVS-FMDF transport
equation, which is based on a set of SDEs, is solved numeri-
cally by a Lagrangian MC solution procedure.

The FVS-FMDF is applied to a 3D temporally develop-
ing mixing layer involving the transport of a passive scalar.
To assess the performance of the FVS-FMDF, DNS is also
conducted of the same flow. The FVS-FMDF results are also
compared with those obtained from LES via the
Smagorinsky19 SGS closure. The FVS-FMDF prediction of
the first two SGS moments is shown to be in reasonable
agreements with the DNS data. The sensitivity of the FVS-
FMDF results with respect to frequency model parameters
(Cy, C,) is studied. Consistent with our previous works,* 2
it is shown that the variation of filtered quantities (the first
order moments) with model parameters is small. The SGS
and resolved contribution of second order moments show
more sensitivity. However, the total second order moments
vary relatively less with the model parameters. Obviously,

the values cannot be set in such a way that the contribution
of the SGS components to the total components becomes too
large.

Some suggestions for possible future work are as
follows:

* Implementation of higher order closures for the gener-
alized Langevin model parameter G,~j.30 The model pa-
rameter considered here correspond to Rotta’s closure
in RANS."™* Higher order closure similar to those
considered in RANS?- may be implemented.

* Extension of the FDF methodology to account for dif-

ferential diffusion effects.”>®' The FVS-FMDF may

be extended to flows with nonunity Prandtl and/or

Schmidt numbers. It may also be extended to include

temperature dependent viscosity and diffusion coeffi-

cients.

Extension of the FVS-FMDF for simulation of com-

plex flows. The SFDF has proven very effective in

LES of turbulent flames.”” It is recommended to

implement the FVS-FMDF for prediction of these

flames.
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