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We have extended the “well-mixed” two-particle stochastic models for 3D Gaussian turbulence to n particles, and have performed calculations for clusters of n ≤ 6 particles. The particle joint motions are Gaussian and are constrained by pair-wise spatial correlations. This neglects non-Gaussian properties of the two-point velocity distribution and also neglects multi-point correlations. It also takes no account of intermittency. Although the models do not predict the growth of the separation of particles in the cluster satisfactorily, we find that they do give a good representation of the shape statistics for the cluster in comparison with direct numerical simulation results. We conclude that the pair-wise spatial structure of the turbulence accounts for most of the observed characteristics of the shape of multi-particle clusters in turbulence, and that non-Gaussian and multi-point features of the turbulence are of secondary importance.
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I. INTRODUCTION

We are concerned in this paper with Lagrangian stochastic models of turbulent transport and mixing which, at some level, treat the trajectories of fluid elements as continuous Markov processes. Most commonly, the Lagrangian velocity, the velocity following a particle along its trajectory, is taken to be Markovian using a generalization of the Langevin equation. This enables information about the structure of the turbulence to be incorporated into the model through the Lagrangian integral time scale, which characterizes the memory of the Lagrangian velocity. At this level of modeling, the particle position is not Markovian (because of the velocity correlation) and the acceleration has a white noise component. This is a reasonable representation of the Lagrangian structure of turbulence at large Reynolds number.

One of the main applications of models of this sort is the prediction of scalar statistics in turbulent flows. Lagrangian theory provides a connection between the displacement statistics of fluid elements (which we refer to as particles) and moments of the scalar field $c(x,t)$ through the relation

$$
\langle c(x_1,t_1) \cdots c(x_n,t_n) \rangle = \int_{-\infty}^{t_1} \cdots \int_{-\infty}^{t_n} \int_V \cdots \int_V \mathcal{P}(x_1, t_1, \ldots, x_n, t_n \vert x'_1, t'_1, \ldots, x'_n, t'_n)
$$

$$
S(x'_1, t'_1) \cdots S(x'_n, t'_n) d{x'_1} \cdots d{x'_n} dt'_1 \cdots dt'_n,
$$

(1)

where $\mathcal{P}(x_1, t_1, \ldots, x_n, t_n \vert x'_1, t'_1, \ldots, x'_n, t'_n)$ is the n-particle displacement probability density function (PDF), which is the probability density that a particle is at the position $x_i$ at time $t_i$, given that it was at the position $x'_i$ at time $t'_i$, a second particle is at the position $x_2$ at time $t_2$, given that it was at the position $x'_2$ at time $t'_2$ etc., and $S(x, t)$ is the scalar source function.

---
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Thus, the mean scalar concentration $\langle c(x, t) \rangle$ is determined by the displacement statistics of a single fluid particle, the mean-square concentration is determined by the joint displacement statistics of two particles and the higher moments of the concentration field are determined by three-particle, four-particle, etc., displacement statistics.

These models are generally presented as a stochastic differential equation (SDE) describing the evolution of the velocity $u(t)$ along a trajectory

$$du_i = a_i(u, x, t)dt + b_{ij}(u, x, t)dW_j \quad (i, j = 1, 3),$$

where $x(t)$ is the particle position, $a_i$ is known as the drift term, $b_{ij}$ is the diffusion coefficient, and $dW$ is the vector incremental Wiener process.\(^2\) The general approach to building these Lagrangian stochastic models (that is, to specifying the drift and diffusion coefficients) is to ensure consistency with as much of the known physics as is possible. Thus, for example, the diffusion coefficient is constrained by requiring that the velocity structure function, $\langle (du)^2 \rangle$ matches the prediction of Kolmogorov similarity theory\(^3\) for $dt \ll T_L$, where $T_L$ is the Lagrangian integral time scale. This requires the diffusion coefficient to take the form\(^4,5\)

$$b_{ij} = C_0(\epsilon) \delta_{ij},$$

where $\langle \epsilon \rangle$ is the mean rate of dissipation of turbulence kinetic energy, $C_0$ is the Lagrangian velocity structure function inertial sub-range constant,\(^3\) and $\delta$ is the Kronecker delta.

On the other hand, different approaches have been used to specify the drift term. In the engineering context,\(^6\) plausible assumptions are made about the functional form of the drift coefficient which is then constrained by considering special limiting cases and other physical principles. In addition to predicting Lagrangian and scalar statistics, this approach also predicts the Eulerian statistics of the flow, which provides a demanding test of the efficacy of the modeling.\(^7\) In models developed for environmental applications, the Eulerian statistics of the flow (for example the velocity PDF and $\langle \epsilon \rangle$) are assumed known and are used to constrain the form of the drift term. The culmination of this approach is Thomson’s\(^5\) “well-mixed” constraint which ensures that an initially well-mixed scalar field remains so, and preserves the prescribed Eulerian statistics. This is a fundamental and powerful constraint, and is the basis for the models developed in this paper.

Lagrangian stochastic modeling of single particle statistics and the mean scalar field is well advanced and has been applied to a wide range of environmental\(^8\) and engineering flows\(^6,7,9\) including complex flows such as jets, boundary layers, canopy layers, and even strongly non-Gaussian turbulence in convective boundary layers.

Two-particle dispersion, and its modeling, was reviewed by Sawford\(^10\) and more recently by Salazar and Collins.\(^11\) The well-mixed approach has been extended to two-particle models\(^12,13\) in isotropic turbulence, requiring some knowledge of the spatial structure of the flow, which is usually represented by Gaussian velocity statistics and the Eulerian structure function. Non-Gaussian features of the flow have been included,\(^14,15\) but only at the expense of projecting the fully three-dimensional (3D) physics of two-particle dispersion onto a lower-dimensional space using so-called quasi-one-dimensional (Q1D) models. An attempt has also been made to include the effects of intermittency in the Eulerian statistics used to constrain the model.\(^16\) Lüthi et al.\(^17\) constructed a stochastic model of relative dispersion by assuming that material line stretching in a modified form can be extended into the inertial sub-range. This approach avoids explicit assumptions about the Eulerian velocity statistics, but requires empirical inputs to fix the “free” parameters. One of the problems with these well-mixed two-particle models is that they are not consistent with the underlying one-particle model; that is, one particle statistics calculated from the two-particle model are not the same as those calculated from the one-particle model.\(^12,13,18\) Kaplan and Dinar\(^24,25\) avoided this problem using an approach in which the Eulerian structure is incorporated through the diffusion term, but Thomson\(^18\) showed that their model does not satisfy the well-mixed constraint.

One of the most fundamental aspects of two-particle dispersion is the rate of separation of the particle pair, which can be characterized most simply by the evolution of the mean-square separation as a function of time. This process, known as relative dispersion, is very important for several reasons. It is fundamentally important because on certain scales, scales much smaller than the scale of the energetic eddies, but much larger than the viscous scales and the scales imposed by the initial
conditions (e.g., the initial separation of the pair of particles), relative dispersion is universal and satisfies Richardson’s\textsuperscript{19} famous $t^3$-law

$$\langle r^2(t) \rangle = g \langle \epsilon \rangle t^3,$$

where $r$ is the separation of the pair of particles and $g$ is a universal constant known as Richardson’s constant. At a practical level, relative dispersion controls the dissipation of scalar variance and is thus fundamentally connected with turbulent mixing and concentration fluctuations. It also directly describes the dispersion of puffs and clouds of contaminants. Richardson’s constant itself is related to the scalar mixing time scale and controls the transition in relative dispersion from small scales to the independent motion which exists for separations much larger than the large eddies.

Despite its importance, Richardson’s law has been very difficult to observe. However, recent analyses of laboratory\textsuperscript{20} and direct numerical simulation (DNS)\textsuperscript{21, 22} data have demonstrated Richardson scaling, with the best estimate being $g \approx 0.5$, only weakly dependent on Reynolds number, for Richardson’s constant. All of the well-mixed models we have discussed reproduce Richardson’s $t^3$-law by construction, since the appropriate Kolmogorov scaling is introduced through the specified Eulerian statistics. A definitive test of the models thus reduces to their prediction of Richardson’s constant. Fully three-dimensional Gaussian models give values for $g$ close to that observed (see for example, Fig. 3 below), but the non-Gaussian Q1D models give much higher values and are very sensitive to the higher order moments of the prescribed Eulerian velocity statistics. In general the predictions depend greatly on the modeling assumptions. In an attempt to minimize these assumptions, Sawford and Yeung\textsuperscript{16} used tabulations of DNS data to define the velocity PDF and the drift term, but were still unable to reproduce the weak Reynolds number dependence of the observed Richardson’s constant.\textsuperscript{22}

Although two-particle stochastic modeling of relative dispersion remains in an unsatisfactory state, $n$-particle modeling is still of interest, partly at least because DNS results\textsuperscript{23} suggest that the shape statistics of multi-particle clusters more readily show inertial sub-range scaling behavior than does relative dispersion, and that these scaling statistics differ from those generated by particles following independent Gaussian motions. We would like to see for example, how much of this difference is explained by the Gaussian spatial structure of the turbulence, and how much is due to non-Gaussian and $n$-point aspects of the spatial structure.

The model of Kaplan and Dinar\textsuperscript{24, 25} is readily extended to $n$-particles, but fails to give proper Richardson scaling,\textsuperscript{18} and as we have noted, is not well-mixed. Here, we focus on the well-mixed approach and extend it to $n$-particles for Gaussian Eulerian statistics in three-dimensional isotropic turbulence. During the preparation of this article we have become aware of work also extending the well-mixed approach to four particles.\textsuperscript{26, 27}

The rest of the paper is structured as follows. In Sec. II we present in some detail the theoretical background to the modeling, inertial sub-range scaling, and multi-particle shape statistics. We describe the results of our modeling in Sec. III and our findings are summarized in Sec. IV.

II. THEORY

The models can be formulated in “primitive” coordinates $(x^{(1)}, \ldots, x^{(n)}, u^{(1)}, \ldots, u^{(n)})$, where the superscript is a particle label, or in the “reduced” coordinates of Shraiman and Siggia\textsuperscript{28} $(\rho^{(0)}, \rho^{(1)}, \ldots, \rho^{(n-1)}, u^{(0)}, u^{(1)}, \ldots, u^{(n-1)})$, where the superscript labels the center-of-mass (label 0) and $n-1$ separation variables. Positions in the two coordinate systems are related by the orthogonal transformation

$$\rho^{(0)} = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} x^{(i)},$$

$$\rho^{(m)} = \frac{1}{\sqrt{m(m+1)}} \sum_{i=1}^{m} (x^{(m+1)} - x^{(i)}),$$
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and the \( u^{(i)} \) are defined as analogous linear combinations of the \( u^{(i)} \),

\[
   v^{(0)} = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} u^{(i)},
   \]

\[
   v^{(m)} = \frac{1}{\sqrt{m(m+1)}} \sum_{i=1}^{m} (u^{(m+1)} - u^{(i)}),
\]

where \( m = 1, n-1 \). These reduced coordinates have some nice normalization properties and by using them we can formulate the spatial structure in terms of the structure functions rather than the correlation functions, which may have some numerical advantages at small separations. They also are used in defining shape factors for the \( n \)-particle cluster.

### A. “Well-mixed” models in primitive coordinates

We formulate the models by taking the \( n \)-point Eulerian velocity PDF to be joint-Gaussian. In primitive coordinates, we have

\[
   P_E (u^{(1)}, u^{(2)}, \ldots, u^{(n)}) = \frac{\lambda^{1/2}}{(2\pi)^{3n/2}} \exp \left(-\frac{1}{2} u_i \lambda_{ij} u_j \right) (i, j = 1, 3n),
\]

where \( u = (u_1^{(1)}, u_2^{(1)}, u_3^{(1)}, \ldots, u_1^{(n)}, u_2^{(n)}, u_3^{(n)}) \) is the velocity in \( 3n \)-dimensional velocity phase space. The position coordinates of the \( n \) particles are assigned similarly to a \( 3n \)-dimensional phase space. Here our notation neglects the distinction between phase space variables and Lagrangian physical variables, thus avoiding a proliferation of symbols, because in our models quantities such as \( P_E \) and its derivatives are evaluated ultimately at the positions and velocities of the particles. Furthermore, our notation is such that vectors and tensors span \( 3n \)-dimensional phase space unless the particle labeling appears explicitly as a superscript, in which case vectors and tensors span 3D space. The turbulence structure is embodied in the pair covariance tensor \( \sigma_{ij} = \langle u_i u_j \rangle = \lambda_{ij} \) in \( 3n \)-dimensional velocity phase space, where

\[
   \sigma = \begin{bmatrix}
   \sigma_u^2 \delta & \sigma_{u1} & \sigma_{u2} & \ldots & \sigma_{ue} \\
   \sigma_{1u}^2 & R^{(12)} & R^{(13)} & \ldots & R^{(1e)} \\
   \sigma_{2u}^2 & R^{(21)} & R^{(23)} & \ldots & R^{(2e)} \\
   \vdots & \vdots & \vdots & \ddots & \vdots \\
   \sigma_{eu}^2 & R^{(e1)} & R^{(e2)} & \ldots & \sigma_u^2 \delta
\end{bmatrix},
\]

and \( R_{ij}^{(mn)} \) is the usual velocity covariance tensor in 3D space evaluated at the positions of the \( m \)th and \( n \)th particles and is a function of their separation \( r^{(mn)} = |x^{(m)} - x^{(n)}| \). The determinant of the inverse covariance tensor in \( 3n \)-dimensional phase space is denoted by \( \lambda \) and the variance of a velocity component is denoted by \( \sigma_u^2 \).

In isotropic turbulence, the 3D covariance tensor is of the form

\[
   R_{ij}^{(mn)} = \sigma_u^2 \left[ (f - g) R_{ij}^{(mn)} / r^{(mn)} + 3 g \delta_{ij} \right],
\]

where \( f(r^{(mn)}) \) and \( g(r^{(mn)}) \) are the longitudinal and transverse correlation functions, respectively. For incompressible flow \( \partial R_{ij}^{(mn)} / \partial r^{(mn)} = 0 \) so that\(^{29} \) \( g(r) = f(r) + \frac{3}{2} r df/dr \). We approximate \( f(r) \) by the interpolation formula\(^{30} \)

\[
   1 - f(r) = \left( \frac{r^2}{r^2 + L^2} \right)^{1/3},
\]

where \( L = \sigma_u^3 / \langle \epsilon \rangle \) is the length scale of the large eddies. Equation (10) satisfies the desired limits

\[
   f(r) \approx \begin{cases} 
   1 - C(\epsilon) r^{2/3} / 2 \sigma_u^2 & (\eta \ll r \ll L) \\
   0 & (r \gg L)
\end{cases}
\]

\[
   (\eta \ll r \ll L)
\]

\[
   (r \gg L)
\]
with \( C = 2 \) for the Eulerian velocity structure function constant, which is close to the value 2.13 determined from DNS results.\(^{31}\)

Stochastic models for the velocities and positions in \( 3n \)-dimensional phase space follow directly from a generalization of the well-mixed results of Thomson\(^{12}\) in the form given by Borgas and Sawford.\(^{13}\) They satisfy the SDE

\[
du_i = a_i (u, x, t) \, dt + (C_0(\epsilon))^{1/2} \, dW_i,
\]

\[
dx_i = u_i \, dt
\]

for \( i = 1, 3n \).

There is no unique specification for the well-mixed drift term, and a family of quadratic form models, in which the drift is a quadratic function of velocity, was identified by Borgas and Sawford.\(^{13}\) According to these models, the velocity increments are given by

\[
du_i = \frac{1}{2} C_0(\epsilon) \frac{\partial \ln P_E}{\partial u_i} \, dt + \phi_i \, dt + (C_0(\epsilon))^{1/2} \, dW_i,
\]

\[
\phi_i = \Gamma_i + \gamma_{ijk} u_j u_k.
\]

It can be shown that \( \Gamma_i \) and \( \gamma_{ijk} \) satisfy the equations

\[
\Gamma_i \lambda_{ij} u_j - \gamma_{ijk} (\delta_{ij} u_k + \delta_{ik} u_j) = \frac{1}{2} x_{km} \frac{\partial \lambda_{km}}{\partial x_j} - u_j
\]

\[
\lambda_{ij} \gamma_{kkl} u_k u_l = \frac{1}{2} \frac{\partial \lambda_{kl}}{\partial x_j} u_j u_k u_l
\]

(see, e.g., Borgas and Sawford\(^{13}\) Eqs. (4.1a) and (4.1b), but note the sign is wrong on the LHS of (4.1b)). A simple solution for \( \gamma_{ijk} \) follows immediately from Eq. (15) and then substituting into Eq. (14) gives the corresponding solution for \( \Gamma_i \)

\[
\gamma_{ijk} = - \frac{1}{2} x_{il} \frac{\partial \lambda_{jk}}{\partial x_i},
\]

\[
\Gamma_i = \frac{1}{2} x_{ij} \frac{\partial \lambda_{kl}}{\partial x_j}.
\]

We refer to this model as Borgas’s model.

Now, because each of the indices \( j, k, \) and \( l \) is contracted over the product of velocity components in Eq. (15), we can cyclically permute these indices on the RHS without changing the equation. That is we change \( j \rightarrow k \rightarrow l \rightarrow j \) and then obtain the solution

\[
\gamma_{ijk} = - \frac{1}{2} x_{ij} \frac{\partial \lambda_{lk}}{\partial x_j},
\]

\[
\Gamma_i = - \frac{1}{2} x_{ij} \frac{\partial \lambda_{lk}}{\partial x_j}.
\]

This last solution was given by Thomson,\(^{12}\) and we refer to it by that name. For both Eqs. (17) and (18), \( \Gamma_i = 0 \). In fact these last two solutions are equivalent since each of the indices \( j \) and \( k \) is contracted over velocity components in Eq. (13).

In the limit \( C_0 \rightarrow \infty \), both models reduce to a diffusion process for the positions,\(^{5}\) which for two particles is essentially equivalent to Richardson’s\(^{19}\) model. In the general case for \( n \) particles, this diffusion model is of the form\(^{13}\)

\[
dx_i = \frac{2}{C_0(\epsilon)} \frac{\partial \sigma_{ik} \sigma_{ij}}{\partial x_j} \, dt + \left( \frac{4}{C_0(\epsilon)} \right)^{1/2} \sigma_{ij} \, dW_j \quad (i, j, k = 1, 3n)
\]

(19)

corresponding to an \( n \)-particle diffusivity given by \( \kappa_{ij} = 2 \sigma_{ik} \sigma_{kj}/C_0(\epsilon) \).
B. “Well-mixed” models in reduced coordinates

In reduced coordinates, corresponding to Eq. (7) we have

\[ P_E (\mathbf{u}^{(0)}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(n-1)}) = \frac{\tilde{\lambda}^{1/2}}{(2\pi)^{3(n/2)}} \exp \left( -\frac{1}{2} \lambda_{ij} \tilde{\lambda}_{ij} \right) \]

\[ (i, j = 1, 3n), \]

(20)

where \( \mathbf{u} = (u_1^{(0)}, u_2^{(0)}, u_3^{(0)}, u_1^{(1)}, u_2^{(1)}, \ldots, u_1^{(n-1)}, u_2^{(n-1)}, u_3^{(n-1)}) \) etc. Now the velocity covariance tensor is \( \tilde{\sigma}_{ij} = \langle \dot{u}_i \dot{u}_j \rangle = \tilde{\lambda}_{ij}^{-1} \) and the two models corresponding to Eqs. (13), (16), and (18) are

\[ d\lambda_{ij} = \frac{1}{2} C_0(\epsilon) \frac{\partial \ln P_E}{\partial \lambda_{ij}} dt + \hat{\phi}_i dt + \left( C_0(\epsilon) \right)^{1/2} dW_i, \]

\[ \hat{\phi}_i = \Gamma_i + \tilde{\gamma}_{ijk} \dot{u}_j \dot{u}_k, \]

(21)

with

\[ \Gamma_i = \frac{1}{2} \tilde{\lambda}_{ij}^{-1} \tilde{\lambda}_{km} \frac{\partial \tilde{\lambda}_{km}}{\partial \rho_j}, \]

\[ \tilde{\gamma}_{ijk} = -\frac{1}{2} \tilde{\lambda}_{il} \frac{\partial \tilde{\lambda}_{lj}}{\partial \rho_k} \]

(22)

for Borgas’ model, and

\[ \Gamma_i = 0, \]

\[ \tilde{\gamma}_{ijk} = -\frac{1}{2} \tilde{\lambda}_{il} \frac{\partial \tilde{\lambda}_{lj}}{\partial \rho_k} \]

(23)

for Thomson’s model.

The diffusion limit corresponding to Eq. (21) is simply

\[ d\rho_i = \frac{2}{C_0(\epsilon)} \frac{\partial \tilde{\sigma}_{ik} \tilde{\sigma}_{kj}}{\partial \rho_j} dt + \left( \frac{4}{C_0(\epsilon)} \right)^{1/2} \tilde{\sigma}_{ij} dW_j \]

\[ (i, j, k = 1, 3n). \]

(24)

In order to complete the specification of the models in reduced coordinates, we need to write the covariance tensor \( \tilde{\sigma}_{ij} \) in terms of the usual covariance tensors in 3D space \( \tilde{R}_{ij}^{(mn)} \). Partitioning \( \tilde{\sigma}_{ij} \) in terms of the 3D tensors \( \tilde{R}_{ij}^{(mn)} = \left\{ u_i^{(m)} u_j^{(n)} \right\} \), corresponding to Eq. (8) we have

\[ \tilde{\sigma} = \begin{pmatrix}
\tilde{R}^{(00)} & \tilde{R}^{(01)} & \ldots & \tilde{R}^{(0(n-1))} \\
\tilde{R}^{(10)} & \tilde{R}^{(11)} & \ldots & \tilde{R}^{(1(n-1))} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{R}^{((n-1)0)} & \tilde{R}^{((n-1)1)} & \ldots & \tilde{R}^{((n-1)(n-1))}
\end{pmatrix}. \]

(25)

The component covariances are, from Eq. (6),

\[ \tilde{R}_{ij}^{(00)} = \frac{1}{n} \sum_{l=1}^{n} \sum_{m=1}^{n} \left( u_i^{(l)} u_j^{(m)} \right) = \sigma_a^2 \delta_{ij} + \frac{2}{n} \sum_{l=1}^{n} \sum_{m=l+1}^{n} R_{ij}^{(lm)}, \]

(26)

\[ \tilde{R}_{ij}^{(0m)} = \frac{1}{\sqrt{nm(m+1)}} \sum_{k=1}^{n} \sum_{l=1}^{m} \left( \left( u_i^{(k)} u_j^{(m+1)} \right) - \left( u_i^{(k)} u_j^{(l)} \right) \right) \]

\[ = \frac{1}{\sqrt{nm(m+1)}} \sum_{k=1}^{n} \sum_{l=1}^{m} \left( R_{ij}^{(k(m+1))} - R_{ij}^{(kl)} \right) \]

\[ = \frac{-1}{2\sqrt{nm(m+1)}} \sum_{k=1}^{n} \sum_{l=1}^{m} \left( D_{ij}^{(k(m+1))} - D_{ij}^{(kl)} \right), \]

(27)
C. Inertial sub-range scaling

Following Thomson,\textsuperscript{12} and Borgas and Sawford,\textsuperscript{32} we focus on the single particle difference variables \( \delta u^{(m)} = u^{(m)}(t) - u^{(m)}(0) \) and \( \delta x^{(m)} = x^{(m)}(t) - x^{(m)}(0) \), two-particle difference variables, \( \delta u^{(mn)} = \delta u^{(m)} - \delta u^{(n)} \) and \( \delta x^{(mn)} = \delta x^{(m)} - \delta x^{(n)} \) and corresponding reduced quantities, \( \delta u^{(m)} = v^{(m)}(t) - v^{(m)}(0) \) and \( \delta \rho^{(m)} = \rho^{(m)}(t) - \rho^{(m)}(0) \), which have the scaling behaviour

\[
\left\langle \left( \delta u^{(m)}_i \right)^2 \right\rangle = 3C_0(\varepsilon)t \quad (t_\eta \ll t \ll T_L),
\]

\[
\left\langle \left( \delta x^{(m)}_i \right)^2 \right\rangle = C_0(\varepsilon)t^3 \quad (t_\eta \ll t \ll T_L)
\]

for single particle differences,

\[
\left\langle \left( \delta u^{(mn)}_i \right)^2 \right\rangle = \begin{cases} 
6C_0(\varepsilon)t & (t \ll t_0 \ll T_L) \\
g_a(\varepsilon)t & (t_0 \ll t \ll T_L)
\end{cases}
\]

for relative velocity differences, where \( g_a = 6C_0 - 4C_1 \),

\[
\left\langle \left( \delta r^{(mn)}_i \right)^2 \right\rangle = \begin{cases} 
2C_0(\varepsilon)t^3 & (t \ll t_0 \ll T_L) \\
g(\varepsilon)t^3 & (t_0 \ll t \ll T_L)
\end{cases}
\]

for separation differences, where \( g = 2C_0 - 2C_1 + \frac{2}{3}C_2 \),

\[
\left\langle \left( \delta u^{(m)}_i \right)^2 \right\rangle = \begin{cases} 
3C_0(\varepsilon)t & (t \ll t_0 \ll T_L) \\
\frac{1}{2}g_a(\varepsilon)t & (t_0 \ll t \ll T_L)
\end{cases}
\]

for reduced separation velocity differences \( m \geq 1 \), and

\[
\left\langle \left( \delta \rho^{(m)}_i \right)^2 \right\rangle = \begin{cases} 
C_0(\varepsilon)t^3 & (t \ll t_0 \ll T_L) \\
\frac{1}{2}g(\varepsilon)t^3 & (t_0 \ll t \ll T_L)
\end{cases}
\]

for reduced separations with \( m \geq 1 \). In these scaling relations \( t_0 = r_0^{2/3} \varepsilon^{-1/3} \), where \( r_0 \) is the initial separation, is the Batchelor time scale\textsuperscript{33} which represents the time for which the memory of the initial conditions persists, and \( T_L \) is the Lagrangian integral time scale. The two-particle scaling relations in Eqs. (30)–(33) also require \( \eta \ll t_0 \).
The constant $g$ is Richardson’s constant and $g_u$ is the corresponding constant for the relative velocity in the Richardson scaling range $t_0 \ll t \ll T_L$. In the Batchelor range $t \ll t_0$, the covariance between the accelerations of particle pairs is negligible\textsuperscript{3,12,32} so they move independently and the corresponding scaling constants in Eqs. (30)–(33) are simply related to the single particle results in Eq. (29). The constants $C_1$ and $C_2$ are defined in terms of the inertial sub-range properties of the two-particle acceleration covariance\textsuperscript{32}

$$
C_1 = \int_0^1 \chi^{-1} R_2^{(A)}(\chi) d\chi, \\
C_2 = \int_0^1 R_2^{(A)}(\chi) d\chi,
$$

where, for times ($t_0 \ll t_1, t_2 \ll T_L$),

$$
R_2^{(A)}(t_1/t_2) = \left\langle A_i^{(1)}(t_1) A_i^{(2)}(t_2) \right\rangle / (\left\langle \epsilon \right\rangle t_1^{-1}),
$$

$A^{(m)}$ is the acceleration of the $m$th particle and $R_2^{(A)}$ is the inertial sub-range compensated two-particle acceleration correlation.

Now it can be shown simply by expanding the summations in the definitions of the reduced variables that

$$
\sum_{m=1}^n \left\langle (\delta x_i^{(m)})^2 \right\rangle = \sum_{m=0}^{n-1} \left\langle (\delta \rho_i^{(m)})^2 \right\rangle = \left\langle (\delta \rho_i^{(0)})^2 \right\rangle + \sum_{m=1}^{n-1} \left\langle (\delta \rho_i^{(m)})^2 \right\rangle
$$

and substituting the scaling results from Eqs. (29)–(33) we find that the center-of-mass scales like

$$
\left\langle (\delta \rho_i^{(0)})^2 \right\rangle = \begin{cases} 
C_0 (\epsilon) t^3 & (t_0 \ll t \ll T_L) \\
(n C_0 - \frac{1}{2} (n - 1) g_u) (\epsilon) t^3 & (t_0 \ll t \ll T_L).
\end{cases}
$$

Similarly, the center-of-mass velocity difference scales like

$$
\left\langle (\delta \rho_i^{(0)})^2 \right\rangle = \begin{cases} 
3 C_0 (\epsilon) t & (t_0 \ll t \ll T_L) \\
(3 n C_0 - \frac{1}{2} (n - 1) g_u) (\epsilon) t & (t_0 \ll t \ll T_L).
\end{cases}
$$

Richardson scaling for the relative dispersion, is identified and quantified by plotting the so-called cubed local slope (CLS) ($d((\delta x_i)^2)^{3/2}/dt^3$, where $\gamma$ can be any of $x^{(m)}$, $\rho^{(m)}$, or $\mu^{(m)}$) or the corresponding difference variables, as a function of $\log (t)$ as illustrated in Fig. 1 which shows the CLS of the mean-square separation difference of a pair of particles. There we see two regions growing like $t^3$ (corresponding to those in Eq. (31)) which appear as plateaus. For $t \ll t_0$ the CLS approaches the Batchelor-range independent motion limit $2C_0 = 14$, while in the Richardson scaling range $t_0 \ll t \ll T_L$ there is a clear plateau at the value $g = 1.08$ for the Richardson constant.

![FIG. 1. Cubed local slope plot of difference relative dispersion. Dashed line is Batchelor range independent motion limit $2C_0 = 14$ and solid red line is a fit to the Richardson range (here with $g = 1.08$).](https://example.com/figure1.png)
1. Diffusion limit

Analytical solutions are possible for Richardson’s diffusion model in the inertial sub-range; i.e., for Eq. (19) with \( n = 2 \). The relative dispersion is given by \( \langle r^2 \rangle = \sigma_r^2 = g \langle \epsilon \rangle t^3 \) with

\[
g = \frac{1144C^6}{81C_0^3}.
\]

The separation PDF is given by

\[
P \left( \frac{r}{\sigma_r} \right) = \left( \frac{1144}{81} \right)^{3/2} \left( \frac{217}{560} \right) \pi^{-1/2} \left( \frac{r}{\sigma_r} \right)^2 \exp \left[ -\frac{9}{4} \left( \frac{1144}{81} \right)^{1/3} \left( \frac{r}{\sigma_r} \right)^{2/3} \right],
\]

which is normalized so that \( \int_0^\infty P \left( \frac{r}{\sigma_r} \right) dr = 1 \). This is often presented as the so-called distance-neighbour function, defined here as \( q(r\sigma_r) = P(r\sigma_r) / (r\sigma_r)^2 \). For convenience here we have dropped the particle labeling superscripts in our notation. Note, that as defined here \( \sigma_r^2 \) is the mean-square separation, not the square of the standard deviation, since the mean magnitude of the separation \( \langle r \rangle \) is not zero.

D. Shape statistics

We form the \( 3 \times (n - 1) \) matrix whose columns are the \( n - 1 \) separation vectors \( \rho^{(m)} \)

\[
\rho = \begin{bmatrix} \rho_1^{(1)} & \rho_1^{(2)} & \cdots & \rho_1^{(n-1)} \\ \rho_2^{(1)} & \rho_2^{(2)} & \cdots & \rho_2^{(n-1)} \\ \rho_3^{(1)} & \rho_3^{(2)} & \cdots & \rho_3^{(n-1)} \end{bmatrix}
\]

and then take the products \( \rho \rho^T \) and \( \rho^T \rho \) which are known as the \( 3 \times 3 \) moment of inertia and \( (n - 1) \times (n - 1) \) dispersion tensors, respectively. These two tensors can be diagonalized and each has the same min \( (n - 1, 3) \) non-zero eigenvalues \( g_1, g_2, \ldots \) in order of decreasing magnitude. Thus for three particles forming a triangle there are two non-zero eigenvalues, while for \( n \geq 4 \) there are three non-zero eigenvalues. The sum of the eigenvalues is the square of the so-called gyration radius \( R^2 = g_1 + g_2 + \ldots \), but could also be identified as the squared separation averaged over all possible separations in the \( n \)-particle cluster

\[
R^2 = \frac{1}{2n} \sum_{i,m=1}^n (x_i^{(m)} - x_i^{(l)})^2.
\]

Thus \( R \) is a measure of the size of the \( n \)-particle cluster.

The ratios \( I_i = g_i/R^2 \) are measures of the shape of the cluster and satisfy the constraint \( \sum I_i = 1 \). For triangles, \( I_1 \) and \( I_2 \) are related to the aspect ratio, defined as the area \( A \) of the triangle to the area of an equilateral triangle of the same scale, \( w = 4A/\sqrt{3}R^2 \), through the relations

\[
I_2 = \frac{1}{4} \left( 1 - \sqrt{1 - w^2} \right) \quad \text{and} \quad I_1 = 1 - I_2.
\]

Similarly for tetrads and higher order clusters, the shape factors are related to two measures of the aspect ratio based on relations between volume and scale and surface area and scale. Two

The matrix \( \rho \) can also be represented by the singular value decomposition \( \rho = \mathcal{R}_\mathbf{k} \mathcal{S}_k \mathcal{R}_\mathbf{u}^{(mn)} \),

\[
\rho_i^{(m)} = \mathcal{R}_\mathbf{k} \mathcal{S}_k^{(l)} \mathcal{R}_\mathbf{u}^{(mn)},
\]

where \( \mathcal{R}_{ij} \) represents a rotation in three-dimensional physical space, \( \mathcal{R}_i^{(mn)} \) represents a rotation in \( (n - 1) \)-dimensional particle labeling space, and \( \mathcal{S}_k \) represents a scaling along the rotated axes. \( \mathcal{S}_k \) is diagonal and its non-zero elements are just the square roots of the non-zero eigenvalues of \( \rho \rho^T \) and \( \rho^T \rho \). In other words, the rotations in physical and particle labeling space are orthogonal transformations that diagonalize \( \rho \).

Rotations in physical space clearly relate to the orientation, rather than the shape, of the cluster of particles. However, the rotation in labelling space, characterized by \( (n - 1)(n - 2)/2 \) Euler angles,
FIG. 2. Schematic of initial positions for \( n \leq 14 \) particles.

carry information about the symmetry of the cluster. For example, the single Euler angle,

\[
\chi = \frac{1}{2} \arctan \left( \frac{2\rho^{(1)} \cdot \rho^{(2)}}{||\rho^{(2)}||^2 - ||\rho^{(1)}||^2} \right)
\]

(44)

for a triangle in two-dimensional particle labeling space, say, is a measure of the departure from an isosceles shape. It covers the range \( 0 \leq \chi \leq \pi/6 \), with \( \chi = 0 \) corresponding to isosceles triangles with two sides shorter than the third, and \( \chi = \pi/6 \) corresponding to isosceles triangles with two sides longer than the third.\(^{23,35,36}\)

III. NUMERICAL RESULTS

The \( n \)-particle code was initialized for up to fourteen particles with each particle at the vertex or the center of a face of a cube with sides of length \( r_0 \) as illustrated in Fig. 2, and for \( n \leq 14 \), the particles are chosen in numerical order of the labeling. Thus, for three particles, the initial configuration is a right isosceles triangle with vertices at \( x^{(1)} = (-1, -1, -1)r_0/2 \), \( x^{(2)} = (-1, -1, 1)r_0/2 \) and \( x^{(3)} = (1, 1, -1)r_0/2 \) and for four particles it is a right tetrahedron as in the DNS results of Hackl et al.,\(^{23}\) with \( x^{(4)} = (-1, 1, -1)r_0/2 \). In order to generate a suitably long Richardson scaling range, the initial separation scale was chosen for most runs as \( r_0 = 10^{-9}L \). The SDEs were integrated using a first order Euler scheme with an adaptive time step

\[
\Delta t/\Delta t_{con} = (r/L)^{2/3}
\]

where \( \Delta t_{con} = L/\sigma_u \) is the Eulerian time scale of the large eddies, that is designed to resolve the inertial sub-range motions. The integration was typically terminated at \( t/t_0 \approx 2.5 \times 10^3 \) which is equivalent to \( t/T_L \approx 8.8 \times 10^{-3} \). This gives a Richardson range extending over two orders of magnitude in time, as illustrated in Fig. 1. Dispersion statistics are written to file at logarithmically spaced time intervals \( t/t_0 = 3^{(n_p-1)/3} \times 10^{-2} \) for \( n_p = 1 \), 35. Some calculations were also performed with a separate three-particle code with the particles initially at the vertices of an equilateral triangle with sides of length \( r_0 \).

Statistical sampling uncertainty was estimated from an ensemble of ten runs each of \( N = 1000 \) realizations for both \( n = 2 \) and \( n = 3 \). Tests for two- and three-particle models at \( C_0 = 7 \) give standard errors for \( 10^4 \) samples of 1% on the estimate for \( g \), 0.03% for the shape factor \( I_1 \), and 0.3% for the shape factor \( I_2 \).

Tests of finite differencing accuracy show that results for \( g \) converge to within 1% for a time step with \( \Delta t_{con} = 0.005 \). Tests also show no significant difference in results calculated in primitive or reduced coordinates.
A. Dispersion statistics

1. Mean-square dispersion

First we examine the relative dispersion predictions, i.e., $\langle r^2(t) \rangle$ and in particular Richardson’s constant $g$. Figure 3 shows values of Richardson’s constant as a function of the Lagrangian velocity structure function constant $C_0$ for various models as indicated in the caption. We keep the Eulerian velocity structure function constant fixed at $C = 2$.

The two-particle results for both Borgas’ model (Eq. (16)) and Thomson’s model (Eq. (18)) are close to those presented in Fig. 9 of Borgas and Sawford. The corresponding three-particle models give values for $g$ about 10% larger than the two-particle models. This is not surprising and is a result of the lack of proper reduction to lower order in these models; i.e., the modelling approach does not guarantee that one- or two-particle statistics calculated from the three-particle model will be the same as those from a one- or two-particle model, a generalisation of the discrepancy noted with regard to two-particle models in Sec. I. Figure 3 also shows results for $g$ for the diffusion equation (19) for both the two-particle case, where there is an analytical result (Eq. (39)), and the three-particle case. The three-particle diffusion result is 35% larger than the two-particle result, much larger than the difference for Thomson’s and Borgas’ models.

We have estimated $g$ as a function of $n$ for Thomson’s model and for the diffusion equation for $C_0 = 7$ and 14. The results are shown in Fig. 4. We see that $g$ increases strongly with $n$, especially for the diffusion equation. In fact, the increase is exponential $g = g_0 \exp (\alpha n)$ as shown by the lines fitted to the numerical results which are shown by the symbols. The growth rate $\alpha$ for the diffusion
equation is independent of $C_0$ (0.276 ± 0.001 for both $C_0 = 7$ and 14), but for Thomson’s model increases from 0.112 for $C_0 = 7$ to 0.146 for $C_0 = 14$. This increase in the growth rate with increasing $C_0$ is a consequence of the fact that Thomson’s model approaches the diffusion model in the limit $C_0 \to \infty$. As $n$ increases for finite values of $C_0$, the gap between $g$ estimated from Thomson’s model and the diffusion model increases and increasingly large values of $C_0$ are needed in order for Thomson’s model to approach the diffusion limit.

This strong increase in Richardson’s constant with increasing $n$ is an unwanted feature of these models, since it implies, for example, that the scalar dissipation varies strongly with $n$, and therefore that these models will not give sensible estimates for higher-order concentration moments. While this is clearly unsatisfactory at a fundamental level, it has been suggested that at a practical level $C_0$ might be treated as an adjustable parameter and tuned to give the correct value of $g$. Our results show that a suitable value of $C_0$ would need to be an increasing function of $n$ since $g$ is over-predicted increasingly with increasing $n$. However, the effective value of $C_0$ in these models is also constrained by the single particle dispersion in the far field, which generally requires a value $C_0 < 7$. Accommodating these conflicting requirements is difficult.

Some insight into this unsatisfactory behaviour can be inferred from inertial sub-range scaling of the center-of-mass. We have already deduced the correct scaling of the center-of-mass difference statistics in Eqs. (37) and (38). Thomson showed that for his model for the center-of-mass velocity difference, i.e., Eqs. (21) and (23) with $i = 1, 2, 3$ and $n = 2$, in the inertial sub-range, the leading order term is the diffusion term

$$d\delta u^{(0)}_i(t) \sim \sqrt{C_0(\epsilon)dW^{(0)}_i}(t \ll T_L), \quad (45)$$

so that

$$\left\langle \delta u^{(0)}_i \right\rangle^2 \sim 3C_0(\epsilon)t \quad (t \ll T_L), \quad (46)$$

which differ significantly from the correct scaling constants in Eqs. (37) and (38) in the Richardson range. That is, there is no impact of the drift term on the center-of-mass statistics in the Richardson range. We have confirmed these results numerically and shown, also numerically, that they can be extended to $n > 2$. As a result of this discrepancy, it follows that the model gives the incorrect scaling coefficients for the one-particle difference statistics in the Richardson range. For example, substituting from Eqs. (33) and (46) into Eq. (36) we get

$$\left\langle \delta x^{(m)}_i \right\rangle^2 = \begin{cases} ] \frac{C_0(\epsilon)t^3}{(C_0 + \frac{1}{2}(n-1)g)(\epsilon)\epsilon t^3} \quad (t_0 \ll t \ll T_L) \\
\end{cases}$$

compared with Eq. (29).

Thus, it seems that in some sense the models put too much energy into the separation process and not enough into the center-of-mass dispersion, and that this gets worse with increasing $n$. One might expect though, that this effect would be algebraic in $n$, whereas we see an exponential increase in $g$.

2. Relative dispersion PDFs

It is very common to compare experimental or numerical estimates for the pair separation PDF with the predictions of Richardson’s diffusion model (Eq. (40)) in order to assess the extent to which relative dispersion is a diffusion process. We find here that the well-mixed class of models is certainly not diffusive for realistic values of $C_0 \sim 7$ since the estimates for $g$ depart significantly from the diffusion equation estimates. Somewhat surprisingly, however, the well-mixed models show a scaling range for $t_0 \ll t \ll T_L$ in which the separation PDF matches Richardson’s PDF (Eq. (40)). This applies for both the Thomson and Borgas models and for all values of $n$. Figure 5 illustrates this result for $n = 4$, a run where we used $10^5$ particles in order to improve the sampling.
At small times, as shown in the left panel, the deviation in the separation from its initial value is close to Gaussian. For times within the Richardson scaling range, $t_0 \ll t \ll T_L$, the numerical results collapse almost exactly onto the Richardson result as shown in the right panel. We conclude that agreement with Eq. (40) is not necessarily an indication that the underlying process is diffusive.

As an aside here, we present some results for a model which has been constructed deliberately to violate the well-mixed constraint, in order to illustrate the importance of that constraint. For this purpose, we take Borgas’ model Eq. (16) and set the constant part of the drift term to zero, $\Gamma_i = 0$. We find for $C_0 = 6$ that this “un-mixed” model gives a value $g = 1.11$ for Richardson’s constant, twice as large as that for the corresponding well-mixed model. The effects of un-mixing in this model are shown clearly in the distribution of separations. Figure 6 shows both the distance-neighbour function and the separation PDF for times in the Richardson scaling range. The main effect of un-mixing is a deficit of small separations and an increase of separations of order $\sigma r'$. There is also a weak deficit of large separations.

B. Shape statistics

1. Triangles

We commence with results for the shape statistics of the triangles formed by three particles. The left panel in Fig. 7 shows results for mean shape factors $\langle I_1 \rangle$ and $\langle I_2 \rangle$ for both Thomson’s model Eq. (18) and Borgas’ model Eq. (16) with $C_0 = 7$. The results for the two models are so close that they are virtually indistinguishable. In the Richardson range, $t_0 \ll t \ll T_L$ the model results

FIG. 5. Richardson’s distance-neighbour function estimated for Thomson’s model for $n = 4$ for a range of times. Left panel shows times $t \leq 0.27 t_0$ and right panel shows times $t \geq 7.29 t_0$ (in both cases the precise order is not important). The initial separation has been subtracted, $r' = r_i - r_{i0}$, and the results are averaged over all separations in the cluster. Richardson’s result from Eq. (40) is plotted as a solid black line, which is almost completely obscured by the model results in the right panel. The dashed line is a Gaussian function and is almost completely obscured by the model results in the left panel.

FIG. 6. Richardson’s distance-neighbour function (left panel) estimated for “un-mixed” version of Borgas’ model for $n = 2$ and a range of times $t \geq 7.29 t_0$ (the precise order is not important), representative of the Richardson scaling range. The initial separation has been subtracted, $r' = (r_i - r_{i0})$. Richardson’s result from Eq. (40) is plotted as a solid black line. Right panel shows the corresponding PDF in linear coordinates.
at this detailed level, we see that pair-wise Gaussian physics does a very good job of representing independent motion estimates. For initially right isosceles triangles and open blue circles and (overlapping) solid blue line (upper) are corresponding results for \( I_1 \). The red and blue dashed curves are for Thomson’s model for initially equilateral triangles. The solid horizontal lines are DNS estimates in the inertial sub-range \( (I_1 = 0.88 \text{ and } I_2 = 0.12) \) and the dotted horizontal lines are the analytical independent motion estimates \( (I_1 = 5/6 \text{ and } I_2 = 1/6) \). Right: panel: the mean symmetry parameter \( \langle \chi \rangle \). Blue circles are for Borgas’ model for initially right isosceles triangles and the dashed red curve is for Thomson’s model for initially equilateral triangles. The solid horizontal line is the DNS estimate in the inertial sub-range \( (6\langle \chi \rangle/\pi = 0.45) \) and the dotted horizontal line is the Monte Carlo independent motion estimate \( (6\langle \chi \rangle/\pi = 1/2) \).

\((I_1 = 0.90; I_2 = 0.1)\) deviate only slightly from the DNS results \( (I_1 = 0.88; I_2 = 0.12)\) shown as horizontal solid lines and, as expected, at large times approach the independent motion limit shown as the horizontal dotted lines. By comparing the results for Thomson’s model for initially right isosceles triangles (solid curves) and initially equilateral triangles (dashed curves), it can be seen that the effect of the initial conditions persists for a period of order \( t \sim t_0 \) and for later times, in the Richardson range and beyond, the results are independent of the initial configuration. Figure 7 also shows results for the mean of the symmetry parameter \( \langle \chi \rangle \) in the right panel. For clarity we show results for Borgas’ model only for initially right isosceles triangles and for Thomson’s model for initially equilateral triangles, and we see that the models are in almost perfect agreement with the DNS results in the Richardson range. Results for the initially equilateral triangles approach the limit \( 6\langle \chi \rangle/\pi \) at both small times (due to the indeterminacy of \( \chi \) for equilateral triangles) and large times (where the particle motion is independent) as also observed in DNS results. Again, the initial configuration affects the results only for a period of order \( t_0 \).

We see that the pair-wise Gaussian physics in these models gives a good representation of the mean inertial sub-range shape dynamics capturing most of the deviation from the independent motion limit. This suggests that non-Gaussian effects and three-point spatial correlations are of relatively minor importance. Clearly this is most encouraging from a practical modeling point of view. It is interesting to see that both models give essentially the same mean shape statistics.

Figure 8 shows PDFs of these shape statistics for Thomson’s model for initially right isosceles triangles. For the shape factor \( I_1 \) shown in the left panel the initial condition is a delta function at \( I_1 = 3/4 \). In the early stages of its evolution \( (t/t_0 = 0.1) \), the PDF spreads roughly symmetrically about the initial delta function, and then at later times \( (t/t_0 = 0.3) \) the peak value moves towards larger \( I_1 \). The effects of the initial condition persist until \( t/t_0 \approx 1 \) after which, within the Richardson scaling regime, all the curves collapse to a single curve which increases strongly and monotonically over the range \( 0.5 \leq t/t_0 \leq 1 \). The PDF of the symmetry parameter \( \chi \) shows a similar rapid evolution from its initial value \( \delta(\chi - \pi/6) \) to a scaling form which decreases monotonically over its range. For both \( I_1 \) and \( \chi \) the model PDFs are close to the DNS PDFs shown as the dashed black lines and differ significantly from the independent Gaussian motion limit shown as the blue dotted lines. Thus, even at this detailed level, we see that pair-wise Gaussian physics does a very good job of representing inertial sub-range shape dynamics.
FIG. 8. Model estimates for the PDFs of shape statistics for initially right isosceles triangles for an initial separation $r_0/L = 10^{-3}$ and $C_0 = 7$. Left panel: the shape factor $I_1$, for which the initial condition is a delta function at $I_1 = 3/4$, for a range of non-dimensional times $t/t_0 = 0.1$ (black curve with peak at $I_1 \approx 0.75$), $0.3$ (blue curve with peak at $I_1 \approx 0.85$), $0.9$ (cyan curve just above the dashed curve), $2.7, \ldots, 5.9 \times 10^3$ (remaining curves collapsing to a self-similar form). The black dashed line is the average over Richardson scaling times from DNS and the blue dotted line is the independent motion diffusive limit. Right panel: the triangle symmetry parameter $\chi$ for which the initial condition is a delta function at $\chi = \pi/6$, for a range of non-dimensional times $t/t_0 = 0.1$ (black curve with $P(\chi)$ ranging from 0.4 to 4.5), $0.3$ (blue curve with $P(\chi)$ ranging from 1.7 to 2.3), $0.9$ (cyan curve close to the blue dotted line), $2.7, \ldots, 5.9 \times 10^3$ (remaining curves collapsing to a self-similar form). The dashed and dotted lines are as in the left panel.

2. Tetrads

Mean shape factors for tetrads are shown in Fig. 9 for both Thomson’s model and the diffusion model. As for triangles, there is a clear Richardson scaling range where the model results ($\langle I_1 \rangle \approx 0.855\); $\langle I_2 \rangle = 0.133\); $\langle I_3 \rangle = 0.015\) are close to the DNS ($\langle I_1 \rangle = 0.825\); $\langle I_2 \rangle = 0.16\); $\langle I_3 \rangle = 0.012\) and significantly different from the independent motion limit ($\langle I_1 \rangle \approx 1\); $\langle I_2 \rangle \approx 0.22\); $\langle I_3 \rangle = 0.03\), although the differences from the DNS results are larger than for triangles. Again there is little difference between the diffusion equation and Thomson’s model in the Richardson range. There are stronger differences at earlier times $t < t_0$, but this is to be expected since the diffusion model has no memory of the initial velocities whereas Thomson’s model does. It is interesting that in the Richardson range, the model results correspond to slightly more extreme shapes (larger $I_1$ and smaller $I_2$ and $I_3$) than the DNS.

Tetrad shape factor PDFs are shown in Fig. 10 for Thomson’s model. In contrast to the triangle results in Fig. 8, the initial evolution of the PDFs for $I_1$ and $I_2$ is not symmetrical, but is weighted.
FIG. 10. Estimates of the PDFs for the shape factors $I_1$, $I_2$, and $I_3$ from Thomson’s model for initially right tetrads for $t_0$ and $r_0/L$ as in Fig. 8. The initial conditions are delta functions at $I_1 = I_2 = 4/9$ and $I_3 = 1/9$ as indicated by the vertical dashed lines. In each panel, the curves for $t_0 = 0.1, 0.3, \ldots, 8.1$ increase in width as the peak value moves further from the initial condition, and the remaining curves for $t_0 = 24.3, \ldots, 5.9 \times 10^3$ collapse to a self-similar form. The black dashed curve is the average over Richardson scaling times from DNS and the blue dotted curve is the independent motion diffusive limit.

towards more extreme shapes (larger $I_1$ and smaller $I_2$), and with increasing time the peak moves towards more extreme values. There is still a clear collapse to a similarity form in the Richardson range, but this is not achieved until $t/t_0 \approx 10$, and now we see some stronger departures from the DNS similarity results shown as the black dashed curve. We see that for both $I_1$ and $I_2$, the Richardson range similarity form of the PDF has a peak towards the high and low ends of the respective ranges, but for Thomson’s model it is slightly more peaked than that for the DNS. This result is even stronger for the diffusion model (not shown). Still, the model results capture the main features of the departure from the independent motion limit which is shown as the dashed blue line. For $I_3$, the initial evolution of the PDF is more symmetrical and there is a collapse to a Richardson scaling form after $t/t_0 \approx 10$. In this case, the PDF strongly increases monotonically with decreasing $I_3$ and is in excellent agreement with the DNS results.

3. Trends with number of particles

Finally, we present some model results for clusters with $n > 4$. DNS calculations are yet to be done for these cases, but are planned. The mean shape factors shown in Fig. 11, particularly $I_1$ and $I_2$, converge rapidly with increasing $n$ to values $\approx 0.82$ and $\approx 0.15$, respectively, for $n \approx 6$. For $I_1$ this is less than 20% smaller than the degenerate value of unity for $n = 2$, and only 4% smaller than its value for $n = 4$. As already noted in the analysis for $n \leq 4$, there is little difference between any of the models.

FIG. 11. Mean shape factors as a function of the cluster size $n$. DNS results for triangles and tetrads are shown as the + symbol, filled circles are for Thomson’s model and open circles are for the diffusion model.
Figure 12 shows that PDFs for the three shape factors also converge for $n \approx 6$, and the limiting PDFs are less strongly peaked than those for smaller values of $n$. The only qualitative difference occurs with the addition of a third shape factor for $n > 3$. For $n = 3$, $P(I_1)$ and $P(I_2)$ have their peak values at $I_1 = 1$ and $I_2 = 0$ and decrease monotonically away from those values, while $P(I_3)$ is a delta function at the origin. These forms can be viewed as a relaxation away from the degenerate case $n = 2$ where the three PDFs are delta functions at $I_1 = 1$, $I_2 = 0$, and $I_3 = 0$, respectively. The introduction of a third non-zero shape factor for $n \geq 4$ ensures that $P(I_1)$ and $P(I_2)$ peak at $I_1 < 1$ and $I_2 > 0$ and the numerical results suggest that the PDFs vanish at $I_1 = 1$ and $I_2 = 0$, respectively. The monotonic form persists for $P(I_3)$ for all $n \geq 4$.

The main finding is that both the mean shape factors shown in Fig. 11 and the PDFs shown in Fig. 12 appear to converge with increasing $n$.

IV. CONCLUSIONS

We have shown that it is relatively straightforward to extend the “well-mixed” class of models to clusters of an arbitrary number $n$ of particles whose motions are constrained by pair-wise spatial correlations; i.e., to Gaussian turbulence. This ignores both non-Gaussian and multi-point effects of the turbulence and so, by comparison with DNS results, enables us to examine the importance of those effects. In the class of well-mixed models we considered, the particle separation velocity has some “memory,” so that the particle separation itself is non-Markovian. The memory is characterized by the Lagrangian time scale $2\sigma_u^2/C_0(\epsilon)$ and in the limit of vanishing time-scale (i.e., $C_0 \rightarrow \infty$) all models approach a diffusion limit in which the separation is Markovian. For $n = 2$, this diffusion limit is essentially equivalent to Richardson’s diffusion equation, and has analytical solutions for the mean-square dispersion and the separation PDF in the Richardson scaling range $t_0 \ll t \ll T_L$. This diffusion limit is also readily extended to $n > 2$.

Although the models of main interest to us here are non-diffusive (i.e., the separation is not Markovian), in all cases (all models we have studied and all $n \leq 6$) we find that in the Richardson scaling range the shape of the separation PDF is indistinguishable from that of Richardson’s diffusion equation for $n = 2$. We conclude that matching the shape of Richardson’s PDF is not a good test of whether relative dispersion is Markovian.

All the models (inevitability because of their construction) demonstrate a clear Richardson scaling regime for the mean-square separation and related quantities, and yield predictions for Richardson’s constant $g$. With the Eulerian structure function fixed (at $C = 2$) the only parameter in the models is the Lagrangian structure function constant $C_0$ which controls the velocity memory. Thus, in the models $g$ is a function of $C_0$ and, potentially, the number of particles $n$. Our main focus is on values of $C_0$ near the measured value of $C_0 \approx 7$ for DNS in forced isotropic turbulence. As with earlier studies, we find that for $n = 2$ different models give different values of $g$ near or somewhat larger than the measured value $g \approx 0.5$. With increasing cluster size, we find that for a particular model (including the diffusion model) $g$ increases exponentially. This is not a desirable property of the
models, since it implies that, for example, the scalar dissipation is a function of the cluster size. We believe that this strong dependence of $g$ on $n$ is an extension of the failure of these models to satisfy so-called “two-to-one” reduction. That is, in a hierarchy of one-, two-, . . . $n$-particle models, in general $m$-particle statistics calculated from $m$-particle and $(m + p)$-particle models ($p > 1$) are not equivalent. We illustrated this failure by looking at difference statistics and showing that the model prediction for the center-of-mass is increasingly in error with increasing $n$.

Despite these significant deficiencies regarding the mean-square separation, we find that the models do a much better job of predicting the shape of particle clusters. Both Thomson’s model and the diffusion model give mean shape factors close to the DNS results for triangles and tetrads in the Richardson scaling range, and show significant deviations from the independent motion limit. Predicted shape factor PDFs are in very good agreement with DNS for triangles but show stronger differences for tetrads. In general, the models with memory give slightly better results than the diffusion model. The underlying physics seems to be that the pairwise spatial structure of the turbulence accounts for the major part of the difference from the independent motion limit, velocity memory gives a small improvement and non-Gaussian and multi-particle correlations account for the remainder.

Model results for the trends in shape factors with cluster size suggest convergence of both means and PDFs for $n \approx 6$.

From the point of view of practical modeling it has been suggested that these models can be tuned to give the correct value of Richardson’s constant simply by treating $C_0$ as an adjustable parameter. Our finding that the shape of the separation PDF is invariant for these models supports this approach, but the strong dependence of the Richardson constant on the number of particles in the cluster means that $C_0$ would need to be an increasing function of $n$. While this is feasible if the objective is to model the relative motion of multi-particle clusters, it is unlikely to be effective in modeling moments of the scalar field since then $C_0$ is also constrained by the single-particle dispersion in the far field which typically requires $C_0 \leq 7$.
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