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A computational study is performed on a series of four piloted, lean, premixed tur-
bulent jet flames. These flames use the Sydney Piloted Premixed Jet Burner (PPJB),
and with jet velocities of 50, 100, 150 and 200 m/s are denoted PM1-50, PM1-100,
PM1-150 and PM1-200, respectively. Calculations are performed using the RANS-PDF
and LES-PDF methodologies, with different treatments of molecular diffusion, with de-
tailed chemistry and flamelet-based chemistry modelling, and using different imposed
boundary conditions. The sensitivities of the calculations to these different aspects of
the modelling are compared and discussed. Comparisons are made to experimental
data and to previously-performed calculations. It is found that, given suitable boundary
conditions and treatment of molecular diffusion, excellent agreement between the calcu-
lations and experimental measurements of the mean and variance fields can be achieved
for PM1-50 and PM1-100. The application of a recently developed implementation of
molecular diffusion results in a large improvement in the computed variance fields in the
LES-PDF calculations. The inclusion of differential diffusion in the LES-PDF calcula-
tions provides insight on the behaviour in the near-field region of the jet, but its effects
are found to be confined to this region and to the species CO, OH and H2. A major
discrepancy observed in many previous calculations of these flames is an overprediction
of reaction progress in PM1-150 and PM1-200, and this discrepancy is also observed in
the LES-PDF calculations; however, a parametric study of the LES-PDF mixing model
reveals that, with a sufficiently large mixing frequency, calculations of these two flames
are capable of yielding improved reaction progress in good qualitative agreement with
the mean and RMS scalar measurements up to an x/D of 30. Lastly, the merits of each
computational methodology are discussed in light of their computational costs.

Keywords: turbulent combustion; lean premixed flames; molecular diffusion; detailed
chemistry; PDF methods

1. Introduction

1.1. Motivation for a computational study of lean premixed combustion

Turbulent combustion is currently responsible for generating around 80% of the world’s
energy supply [1]. Given the world’s growing needs for energy and, at the same time,
reduced emissions of pollutants, understanding turbulent combustion is of prime practical
importance. A better understanding of this intricate physical process, and the ability to
incorporate this understanding into computational models, will ultimately lead to the ability
to design combustion devices that can produce energy more efficiently, more reliably, and
more cleanly.

∗Corresponding author. Email: dhr46@cornell.edu
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Combustion Theory and Modelling 611

Table 1. Properties of the inflowing streams for the Piloted Premixed Jet Burner.

Stream Velocity (m/s) Temperature (K) Equivalence ratio Fuel/Oxidizer Diameter (mm)

Jet 50–200 300 0.5 Methane/Air 4.0
Pilot 5.3 2280 1.0 Methane/Air 23.5
Coflow 3.7 1500 0.43 Hydrogen/Air 197

One particular mode of combustion that yields improved efficiency and reduced emis-
sions is lean premixed combustion [2–4]. With a lean pre-mixture of fuel and oxidizer, the
flame temperature is substantially reduced, resulting in decreased production of pollutants
such as NOx . Since the reacting mixture is fuel-lean, the abundance of oxidizer ensures a
more complete burning of the fuel; the amount of products of incomplete combustion, such
as CO and unburned hydrocarbons, is reduced.

However, lean combustion is subject to instabilities [5–7] in addition to thermo-acoustic
instabilities. These instabilities take the form of complex turbulence–chemistry interactions
such as local extinction of the flame. They occur when the turbulence intensity is high, and
the fuel is near its flammability limit. To ensure that combustion devices can be designed
for safe and reliable operation while utilising lean premixed combustion, it is essential
to ensure that the computational models are able to capture these phenomena. Therefore,
a set of experiments has been developed [8–10] in which these turbulence–chemistry
interactions are present to various degrees, and detailed measurements have been made to
allow comparison to model predictions.

1.2. Description of the experiments to be studied

The Sydney Piloted Premixed Jet Burner (PPJB) was developed to test turbulence–
chemistry interactions at lean and highly turbulent conditions [8–10]. The burner con-
sists of three main streams: a jet, a pilot and a coflow. The central jet is lean, premixed
methane–air exiting at a high velocity. Surrounding the jet is a hot pilot of stoichiometric
methane–air combustion products at a low velocity. Around the pilot is a hot coflow of lean
hydrogen–air products. More detailed information on the bulk properties of the inflowing
streams is presented in Table 1. The diameter of the central jet, D, is 4 mm, and is taken to
be a reference length scale throughout this study.

Four different flames are studied on the PPJB, and differ only in the bulk velocity of
the central jet. The four flames are denoted as PM1-50, PM1-100, PM1-150 and PM1-200
with jet bulk velocities of 50, 100, 150 and 200 m/s, respectively. The Reynolds number,
Re, based on the bulk velocity of the jet, the jet diameter and the unburned jet compo-
sition, increases from 12,500 in PM1-50 to 50,000 in PM1-200. As the jet bulk velocity
increases, the luminosity of each flame is observed to vary differently in the axial direction.
Flames PM1-50 and PM1-100 have strong luminosity throughout the length of the flame.
Flame PM1-150 exhibits reduced luminosity between an x/D of 15 and an x/D of 45.
Flame PM1-200 has the most drastic reduction in luminosity, extending from an x/D of
7.5 to an x/D of 45. Beyond an x/D of 45, there is a very faint increase in the flame
luminosity, suggesting that burning begins to increase in intensity around this region.

Detailed measurements of both velocity and scalar statistics have been made for these
four flames. The burner is characterised and the stability of the flames is explored as a
function of the jet equivalence ratio and bulk velocity in [8]. By seeding the jet with particles,
laser Doppler velocimetry is used to measure the mean and fluctuating axial and radial
components of velocity [8]. Simultaneous two-dimensional images of both temperature and
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612 D.H. Rowinski and S.B. Pope

the mass fraction of OH are obtained using Rayleigh-OH planar laser-induced fluorescence
(PLIF) [9]. The thermochemical composition throughout these flames is further revealed
through simultaneous line measurements of temperature and mass fractions of the chemical
species CH4, O2, N2, H2, H2O, CO2, CO and OH, from which radial profiles of the mean and
RMS of these quantities are obtained [9]. These measurements are made using the Raman–
Rayleigh procedure. Additionally, measurements of the CO mass fraction are made using
laser-induced fluorescence (LIF) and measurements of the OH mass fraction are made
using PLIF. Lastly, simultaneous imaging of temperature and the mass fractions of OH and
CH2O is performed to explore the finite-rate chemistry effects in these flames further [10].

1.3. Previous calculations of this flame series

Several previous studies of this flame have been performed or are currently in progress.
In [10], a hybrid Reynolds-Averaged Navier–Stokes (RANS) and transported composition
probability density function (PDF) method is used to make calculations of all four flames.
The calculations use two-equation turbulence models and detailed chemistry. It is found that
the flame length is underpredicted in the calculations, as a result of both the jet spreading
too rapidly and the reaction progress being overpredicted. The quantity CO × OH, the
product of CO and OH mole fractions, is introduced as an indicator of the reaction rate
in these flames. A study of the mixing model constant, Cφ , shows that larger values of
Cφ result in values of a cross product of CO and OH mole fractions, CO × OH, with
qualitative behaviour in better agreement with the experimental measurements. However,
the magnitude of CO × OH is over an order of magnitude too large in these calculations,
and the scalar statistics such as the RMS temperature do not agree quantitatively with the
measurements, so the effect of Cφ is still ambiguous.

In [11], a hybrid RANS and joint velocity–turbulence-frequency–composition PDF
method is used to model all the flames in the series. Calculations of the mean and RMS
species mass fractions and temperature are in reasonable agreement with the experimental
measurements for flame PM1-50. For flame PM1-200, the mean and RMS mixture fractions
are in good agreement with the experimental data for all locations at which measurements
have been taken; however, the mean temperature is substantially overpredicted and the mean
fuel mass fraction is underpredicted, showing that the reaction progress is overpredicted in
the calculations. A comprehensive set of sensitivity studies is performed on flame PM1-200
to examine the effect of nearly all aspects of the modelling on the amount of reaction
progress calculated for PM1-200. This study involves the use of different detailed chemical
mechanisms, mixing models, mixing model constants, turbulence model constants, and
inflow boundary conditions. No parameter in the investigated parameter space yields a
significant reduction of the reaction progress, and it is reasoned that the mixing models
are the largest source of modelling uncertainty. These calculations also suffer from poor
predictions of mixture fractions and temperature in the near field of the mixing layer between
the pilot and coflow streams. Lastly, the results are sensitive to the value of the turbulence
model constant Cω1, which controls the spreading rate of the jet; a value of 0.70 is used to
calculate the spreading rate of the jet adequately, which is the same as the value used in
some other calculations of jet flames [12], but is slightly larger than the values of 0.56 and
0.65 used more commonly in previous studies of jet flames [12–14].

In [15], LES calculations of PM1-100 are performed. In these calculations, the fil-
tered reaction source term is taken from the reaction source term evaluated at the filtered
composition field, so the effect of subgrid-scale variations in the composition is essen-
tially neglected. The mean velocity field is in good agreement with the experimental
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Combustion Theory and Modelling 613

measurements. The radial profiles of mean and RMS species mass fractions and tempera-
ture are compared at x/D values of 2.5, 7.5 and 15. Generally, the agreement between the
experimental and calculated mean and RMS scalar fields is good for x/D values of 2.5 and
7.5. At an x/D of 15, the mean temperature is underpredicted in the pilot region, and over-
predicted near the centreline, suggesting that the calculations either overpredict the rate at
which the pilot spreads into the jet or overpredict the reaction progress. The study also finds
that 1-step and 2-step chemical mechanisms are insufficient to calculate the mean CO mass
fraction and mean temperature accurately using this methodology, whereas a 20-species,
82-reaction skeletal mechanism results in improved predictions of these quantities.

In more recent and ongoing work, [16] uses a RANS and conditional moment closure
(CMC) methodology to perform calculations of PM1-50 and PM1-200. The results indicate
a behaviour of the reaction progress similar to that in [10, 11, 15]; the reduced number
of variables used in the CMC is found to provide a description of the chemistry of equal
quality to calculations without a reduced-variable description of the flow. In [17], an Eulerian
stochastic fields methodology with LES and detailed chemistry is used to make calculations
of flame PM1-100. Good agreement in the mean and RMS scalar fields is obtained at an
x/D of 7.5 and farther downstream at an x/D of 45. From x/D values of 15 to 30, the
mean temperature is overpredicted and the mean fuel mass fraction is underpredicted in the
calculations, with observations similar to those in [11, 16]. In [18], a flamelet and progress
variable combustion model is used in conjunction with LES. The combustion model uses
an additional variable to account for heat loss, which results in improved predictions of the
mean temperature. Calculations of PM1-100 show good agreement with the experimental
data up to an x/D of 15, the last location for which results are presented.

Each of the LES studies uses a different code, and as a result, the numerics and grid
resolutions strongly differ. It is very important to analyse the conclusions in light of the
numerical accuracy of the solutions, in order to guarantee that any differences arising
between calculations are due to the modelling and not the numerics. This item is addressed
in this work in Section 3.3. The modelling approaches used in the previous calculations
cover a wide range of the currently existing models. However, none of the previous works
has proved successful for PM1-150 and PM1-200. Furthermore, most of the calculations
of PM1-100 report results only around the near field of the jet, that is, between x/D values
of 2.5 and 15, and not further downstream at x/D values of 30 or 45.

1.4. Objectives for this study

In light of the findings of the aforementioned previous work, it is clear that there is much to
address regarding the ability of existing models and methodologies to compute the flames
PM1-150 and PM1-200 accurately. This work targets four particular components of the
modelling: the level of turbulence closure (LES-PDF and RANS-PDF), the description of
the chemistry (flamelet-based and detailed chemical kinetics), the treatment of molecular
diffusion, and the imposed inflow boundary conditions. The objective of this study is to
quantify how sensitive the calculations are to these particular components of the models. The
most important model components for accurate calculations of these flames are identified,
and the computational cost of each is assessed. This study aims to address all flames in the
PPJB series, and to compare results at all relevant locations throughout the flames.

A brief overview of the contents of the remainder of this paper follows. In Section 2,
the RANS-PDF methodology is described and the computational configuration for those
calculations is explained. The implementation of three components of the RANS-PDF
model are described and tested, and the effect on the calculations is shown. These three
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614 D.H. Rowinski and S.B. Pope

components are: (1) a random walk model for molecular diffusion, (2) a combustion model
based on flamelet-generated manifolds (FGMs), and (3) inlet boundary conditions. In Sec-
tion 3, the LES-PDF methodology is described along with the computational configuration
of the LES-PDF calculations. The numerical accuracy of the LES-PDF calculations is
demonstrated, and the effects of molecular diffusion modelling are examined. The focus of
the LES-PDF studies is on the effects of differential diffusion and the model constant, CM .
Following the LES-PDF study, the most important results are discussed in Section 4 and
conclusions are drawn in Section 5.

2. RANS-PDF calculations

One of the notable characteristics of the PPJB flames is the importance of finite-rate
chemistry effects. So, when considering modelling these flames, a natural choice for a
methodology is a model in which the effects of chemical reaction can be treated exactly.
With the probability density function (PDF) method [19–21], this is exactly the case; thus
it is the basis of all the computational work performed in this study. A second notable
characteristic of the PPJB flames is that these important finite-rate chemistry effects occur
in flows of simple geometry. There are no wall effects, swirl or recirculation, and the flow
is statistically axisymmetric. Therefore, a logical first choice for the type of PDF method
used to study these flames is one with turbulence closure based on the Reynolds-Averaged
Navier–Stokes (RANS) equations. Specifically, the joint velocity–turbulence-frequency–
composition PDF method [21] is used, in which the joint PDF of the fluctuating velocity,
turbulence frequency and thermochemical composition is solved by a coupled finite-volume
solver and particle solver.

RANS-PDF methods have been successfully applied to many jet flames in past studies.
The non-premixed methane–air Sandia flames D, E and F [22] exhibit phenomena of
extinction and re-ignition which have been well captured by several RANS-PDF modelling
studies [12, 13, 23, 24]. Additionally, the non-premixed lifted hydrogen–air flame in a
hot coflow [25] has been the subject of several successful RANS-PDF modelling studies
[12, 14, 26, 27] and this flame exhibits a sensitivity to the coflow temperature which has
been well-captured by RANS-PDF methods [14]. In addition to non-premixed turbulent
jet flames, RANS-PDF methods have also been applied to turbulent premixed jet flames
[28–30], including two of the previously mentioned studies of the PPJB [10, 11]. One of
the drawbacks of the PDF method is the need to model the effect of molecular diffusion
through a mixing model. In several calculations of premixed flames, this aspect of the model
has been suggested to be the primary source of modelling error [10, 11, 29], and therefore
modelling studies need to be careful to address the sensitivities to the various parameters
of these mixing models.

2.1. Joint PDF computational methodology

The calculations described in [10, 11] both used RANS-based approaches. The RANS-PDF
calculations to be described in this work are based on the same joint velocity–frequency–
composition PDF used in [11]. This method is implemented computationally through a
coupled finite-volume/particle solver [31].

In the particle solver, Lagrangian particles evolve in position, velocity, turbulence
frequency and composition. The velocity is modelled by the Simplified Langevin Model
(SLM) [32]. The turbulence frequency is modelled by a stochastic frequency model [33].
The composition evolves by mixing and chemical reaction. This study uses the EMST
mixing model [34], which previous studies [11] have shown to be superior in the PPJB
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Dj

Dp

40Dj

100Dj

r

x

Figure 1. Sketch of computational domain for RANS-PDF calculations. The centreline is indicated
by the vertical dotted line, and the domain extends to the boundary of the white region. The extent of
the domain in the axial and radial directions is indicated by the vertical and horizontal measurements
in the white region, respectively. In the grey region at the bottom, the locations of the three stream
boundary conditions are shown by shades of grey; outward from the centreline, they are the central
jet, the pilot and the coflow. The dimensions at the bottom are of the diameters of the jet and pilot. A
contour of the mean CO2 mass fraction from a calculation of PM1-100 is shown in the sketch of the
computational domain.

calculations upon comparing scatter plots of the particle composition. The chemical reaction
source term is evaluated from detailed chemical kinetics. These calculations use the 16-
species ARM-1 mechanism [35], which is shown to yield calculations of these flames of
similar quality to those of more detailed mechanisms [11]. The storage–retrieval technique
of in situ adaptive tabulation (ISAT) [36, 37] is used to compute the change in composition
due to chemical reaction in a computationally efficient manner.

The finite-volume solver solves the mean equations for mass, momentum, energy and
thermochemical state. The particle solver provides the finite-volume solver with the tur-
bulent fluxes and the mean chemical source term. The finite-volume solver provides the
mean density and fluctuating component of velocity to the particle solver. When the solu-
tion reaches a statistically stationary state, the statistics are time-averaged until sufficient
temporal convergence is attained.

2.2. Numerical configuration for the RANS-PDF calculations

The RANS-PDF calculations are preformed on a two-dimensional cylindrical domain as
shown in Figure 1. The domain extends 100D in the axial direction, where D is the jet
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616 D.H. Rowinski and S.B. Pope

Table 2. Model constants for base-case RANS-PDF calculations.

Constant Value Usage

C0 2.1 SLM
C� 0.6893 Definition of the mean frequency �
Cω1 0.70 Turbulence-frequency model
Cω2 0.90 Turbulence-frequency model
C3 1.0 Turbulence-frequency model
C4 0.25 Turbulence-frequency model
Cφ 1.5 EMST mixing model

diameter and the axial coordinate is denoted by x. The domain extends 40D in the radial
direction, whose coordinate is denoted by r . The grid size is 144 × 144 cells in the axial and
radial directions. This set up is identical to that used in [11], and the numerical accuracy
of such a configuration has previously been assessed. The maximum error in the mean
temperature is about 4%, and about 8% for the RMS temperature in PM1-200 [11]. The
values for the model constants are shown in Table 2, and are the same as those used in many
previous studies of turbulent jet flames.

Boundary conditions are obtained from separate calculations on an extended domain,
ranging from x/D values of −100 to 100 in the axial direction, and the profiles of velocity
and turbulence quantities are extracted at the burner exit plane, an x/D of zero, as in
[11]. The thermochemical composition at the inlet boundary is prescribed in one of two
ways: the first way is to define the composition of the burned streams (that is, the pilot
and coflow) to be at chemical equilibrium; the second way is to define the composition
of those streams based on a fully burnt premixed laminar flame. The composition of the
fully burnt premixed laminar flame is obtained from a Chemkin calculation using the 44-
species UCSD mechanism [38] and considering full multi-component transport and thermal
diffusion. The resulting boundary conditions are presented in detail in Table 3. The most
significant differences between these two boundary conditions are the mass fractions of CO
and OH. The mass fractions of both CO and OH obtained in equilibrium are underpredicted
compared to the experimental measurements. In the premixed flame, the mass fraction of CO
is very close to the measured value, and the mass fraction of OH is still underpredicted, but
the difference is about half of the difference between the measured and equilibrium values.

2.3. The effect of molecular diffusion in the RANS-PDF calculations

It is found in [11] that the mixing layer between the pilot and the coflow is predicted to
evolve much more slowly in the calculations than observed in the experiments. Because
the pilot and the coflow bulk velocities are both low and the molecular diffusivity of each
stream is large, the observed discrepancy is most likely due to molecular diffusion. In
turbulent flames, molecular diffusion is usually small compared to turbulent diffusion,
so it is typically neglected in these types of RANS-PDF calculations. To investigate the
first-order effects of molecular diffusion in these flames, a simple random walk model is
implemented into this method.

In this simple model for molecular diffusion, two additional terms are added to the
equation for advancing a particle’s position in physical space as illustrated in Equation (1):

dX∗ = U∗ dt +
(

1

〈ρ〉∇ (〈ρ〉α)

)∗
dt +

√
2α dW, (1)
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Combustion Theory and Modelling 617

Table 3. Thermochemical compositions used for the inlet boundary conditions
for each stream.

Stream Composition variable Equilibrium Laminar flame

Jet

O2 2.26 × 10−1 2.26 × 10−1

CH4 2.84 × 10−2 2.84 × 10−2

N2 7.45 × 10−1 7.45 × 10−1

T (K) 300 300

Pilot

H2 3.09 × 10−4 4.17 × 10−4

H 2.11 × 10−5 3.88 × 10−5

O2 7.72 × 10−3 1.00 × 10−2

OH 2.42 × 10−3 3.08 × 10−3

H2O 1.20 × 10−1 1.18 × 10−1

CO 1.09 × 10−2 1.41 × 10−2

CO2 1.34 × 10−1 1.29 × 10−1

N2 7.25 × 10−1 7.25 × 10−1

T (K) 2280 2240

Coflow

H2 6.73 × 10−8 1.02 × 10−6

O2 1.31 × 10−1 1.32 × 10−1

OH 5.24 × 10−5 1.93 × 10−4

H2O 1.11 × 10−1 1.11 × 10−1

N2 7.57 × 10−1 7.57 × 10−1

T (K) 1500 1490

Note: The species are shown in units of mass fraction, and are reported only where the
mass fraction exceeds 10−6. Two different boundary condition formulations are shown:
compositions taken from chemical equilibrium in the burned streams, and compositions
taken from a fully burnt laminar flame in those streams.

where dX∗ is the change in a particle’s position, U∗ is the current particle velocity, dt is the
time step, 〈ρ〉 is the volume-weighted mean density, dW is an increment in an isotropic,
vector-valued Wiener process, and α is the mass-weighted cell mean molecular diffusivity,
which depends on position. The second and third terms on the right-hand side are evaluated
based on interpolation of the fields onto the particle’s current position. The first additional
term in Equation (1) represents the mean drift due to molecular diffusion, while the last term
represents a random-walk term. It is very important to note that this simple model results
in a spurious production of scalar variance due to the random-walk term containing the
molecular diffusivity [39, 40]. Additionally, Equation (1) implies unity Schmidt and Prandtl
numbers, and a Lewis number of unity for all species. Therefore, this model is only used
to examine the first-order effects in the RANS-PDF calculations, and more sophisticated
models are discussed and used later in this work.

Before examining this model’s effects on the PPJB calculations, several tests are per-
formed to verify its correct implementation. The tests are detailed in Appendix A. Each test
consists of a two-stream laminar mixing layer with distinct species mass fractions specified
in each stream; the coordinate system, density and diffusivity are varied among the tests
to verify each component of the model. Four test cases are considered, and are outlined
in Table 4. The results from the test cases are compared to solutions from the commercial
CFD tool Fluent and to analytical solutions where possible. Each solution is investigated
for sufficient numerical accuracy by varying the grid size, the number of particles per cell,
and the duration of time-averaging. The results of these verification tests are summarised
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618 D.H. Rowinski and S.B. Pope

Table 4. Test cases for verification of the random walk model for
molecular diffusion implementation in the RANS-PDF calculations.

Test case Coordinate system Density Diffusivity

A Planar Uniform Uniform
B Cylindrical Uniform Uniform
C Cylindrical Variable Uniform
D Cylindrical Variable Variable

in Figure 2, where lateral and radial profiles of species mass fractions from test cases A
and D are shown. The results from all the test cases are found to be in good agreement with
the results from other solution methods; next, the effect of this model is examined in the
calculations of the PPJB flames. To implement the simple model based on Equation (1),
the molecular diffusivity must be defined. In this simple implementation of molecular dif-
fusion, the Lewis number is taken to be unity, so that the molecular diffusivity is simply
equal to the thermal diffusivity. For all the compositions realised throughout a flamelet
generated manifold (FGM) discussed later in this work, the thermal diffusivity is evaluated
using Chemkin, and a curve-fit is constructed as a function of temperature as

α(T ) = α0 (T/T0)b , (2)

where α is the molecular diffusivity and T is the mass-weighted cell mean temperature.
The reference temperature, T0, is defined as 300 K, where the reference diffusivity, α0, is

Figure 2. Mass-weighted mean species mass fractions in tests of the molecular diffusion implemen-
tation. From left to right, the figures correspond to test cases A, B, C and D, respectively. The colour
of the lines denotes the axial location as indicated in the legend. The solid lines are from a verification
of the test case using the commercial code Fluent; the lines with circle markers are from the new
molecular diffusion implementation in the RANS-PDF code, HYB2D; for test case A, the lines with
triangular markers are from an analytical solution and the dashed lines are from a numerical finite
difference solution.
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Combustion Theory and Modelling 619

Figure 3. Radial profiles of mass-weighted mean pilot mass fraction (top plots) and mass-weighted
mean temperature (bottom plots) from calculations and measurements of flame PM1-50 showing the
effect of modelling molecular diffusion. The axial location is indicated at the top of each column, and
increases from left to right. Dashed grey line – RANS-PDF without molecular diffusion; solid line –
RANS-PDF with molecular diffusion; lines with squares: experimental data [10].

equal to 2.24 × 10−5 m2/s. The exponent, b, is obtained from the curve-fit, and is equal to
1.71. Comparisons of the transport properties evaluated on the FGM to the curve-fits are
presented later in this work.

Presented in Figure 3 is a comparison between two calculations and the experimental
measurements for the time-averaged mass-weighted mean temperature and pilot mixture
fraction for flame PM1-50. In these flows, three streams are considered, and a mixture
fraction is associated with each stream. The mixture fraction represents the fraction of
mass originating from that stream, and it is defined here based on a linear combination of
the elemental mass fractions, H, O and C. The first set of calculations shown in Figure 3 is
essentially identical to that in [11], and the second set of calculations is identical, except with
the additional terms in Equation (1) to model the molecular diffusion, and the diffusivity
evaluated through Equation (2).

There are three important observations from the comparison of these two calculations.
The first is that the calculations with molecular diffusion have much more accurate profiles
of mean scalars (such as temperature and pilot mixture fraction) in the pilot–coflow mixing
layer. The results convincingly show that molecular diffusion is important in this region of
the flow, due to the low velocity of the pilot and coflow streams. This marks a significant
difference between the PPJB flames and other turbulent jet flames previously studied.
The second important observation is that the overall reaction progress of the jet is not
significantly affected by the new treatment of molecular diffusion. This occurs mainly
because the pilot–coflow mixing layer is sufficiently far from the central fuel jet; by the
time the pilot–coflow mixture interacts with the central jet fluid, the pilot and coflow are
already well-mixed. A third observation, which will be presented and discussed in more
detail in Section 3.3, is that the spurious variance introduced by this random-walk model is
large and is clearly evident in the radial profiles of the RMS of temperature and chemical
species, up to an x/D of at least 15.
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620 D.H. Rowinski and S.B. Pope

2.4. The effect of the temperature at the inlet boundary condition

Having examined the first-order effect of molecular diffusion on the PPJB calculations, a
second important aspect of the model is next examined, namely, the temperature prescribed
at the inlet boundary. One deficiency observed in previous calculations of the PPJB flames
is an overpredicted temperature in the coflow near the burner exit, by as much as 300 K
[10, 11, 15–17]. This discrepancy occurs because, in the experiments, the hot coflow
transfers heat to the cold unreacted pilot stream, and this heat transfer is not taken into
account in these calculations. The heat loss has been investigated in some previous studies
[10, 11], but the results have not been convincingly improved, possibly due to the neglect
of molecular diffusion in those former calculations. In [18], the heat loss is accounted for,
but it is specified empirically from an extrapolation of the measurements at an x/D of 2.5.
The purpose of this part of the study is to perform a thorough analysis of this boundary
condition, and to examine the sensitivity of the calculations to it. Because molecular
diffusion is now included, much better agreement is obtained in the pilot–coflow mixing
layer.

To model the heat transfer between the pilot and coflow, the commercial CFD tool
Fluent is used so that the details of the burner geometry can be accounted for. The domain
of these calculations extends from x/D = −100 to x/D = 100 on an unstructured mesh,
as in the previous calculations used to obtain the boundary conditions. At the inlet boundary
(x/D = −100), the velocity and composition of each stream are prescribed from Table 3,
with the exception of the unburned pilot fluid, whose density, velocity and composition are
based on the unburned state of the pilot stream. At the location where the pilot flame is
stabilised (x/D = −10), the unburned pilot fluid is simulated as leaving the domain through
an outlet at the same mass flow rate. Through an additional inlet, the burned pilot fluid
(whose velocity and composition are specified based on Table 3) enters the domain. At the
region from x/D = −100 to 0, referred to as the upstream region, conjugate heat transfer
is modelled between the cold pilot fluid and the hot coflow through the pilot–coflow wall.
A detail of the upstream region is shown in Figure 4. The heating takes place over the entire
length of the upstream region, and the thermal boundary layer is fully developed by the jet
exit plane at an x/D of zero. This boundary condition is implemented into the RANS-PDF
calculations by extracting the temperature, species mass fractions, and density at x/D = 0
from the solution calculated in Fluent, as well as the velocity (including the mean axial and
radial velocities) and turbulence properties (including the Reynolds stresses and turbulence
frequency) as before. In the RANS-PDF calculations, the density is prescribed at the inlet
from these conditions, and the sensible enthalpy is obtained from the species mass fractions
and temperature.

Shown in Figure 5 is a comparison between the calculations with and without heat
loss in the coflow. Three important observations can be made from this figure. The first
is that the time-averaged mass-weighted mean temperature is predicted with much greater
accuracy when the heat transfer is accounted for, as would be expected. With an adiabatic
coflow, there is a 300 K temperature disparity near the pilot–coflow mixing layer, which
propagates downstream even farther than an x/D of 25, the measurement location farthest
downsteam. The agreement in the mean temperature between the experimental measure-
ments and calculations with heat transfer is excellent near the burner exit at an x/D of 2.5.
The agreement degrades slightly going downstream, which is most likely a result of the
turbulence modelling of the spreading of the pilot stream. This is confirmed by examining
the pilot mixture fraction, which spreads slightly faster in the calculations compared to the
experiments.
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Combustion Theory and Modelling 621

Figure 4. Sketch showing the geometry used to formulate inflow boundary conditions with heat
transfer from the coflow to the cold pilot fluid. The upstream region extends below the jet centreline,
and the downstream region extends above the jet centreline. In the adiabatic calculations, there is no
heat transfer at the pilot–coflow interface, but in the non-adabatic calculations, heat transfer occurs
between the hot coflow and cold pilot fluid.

The second important observation from Figure 5 is that the calculations with heat
transfer in the boundary conditions have profiles of the time-averaged mass-weighted
mean pilot mixture fraction which are shifted from the previous calculations toward the
centreline, in much better agreement with the experimental data. This occurs primarily due

Figure 5. Radial profiles of time-averaged mass-weighted mean pilot mass fraction (top plots) and
time-averaged mass-weighted mean temperature (bottom plots) from calculations and measurements
of flame PM1-50 showing the effect of modelling conjugate heat transfer between the pilot and coflow.
The axial location is indicated at the top of each column. Dashed grey line: RANS-PDF calculations
with adiabatic boundary conditions; solid line: RANS-PDF calculations with conjugate heat transfer;
lines with squares: experimental data [10].
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622 D.H. Rowinski and S.B. Pope

to the inclusion of the chamfered edge of the pilot–coflow wall in this boundary condition
formulation, and not necessarily due to the heat transfer itself. The chamfered edge results in
a slightly larger radial velocity toward the centreline, and hence, slightly faster entrainment
of the coflow. Other calculations which do not account for the chamfered edge [10, 11, 15–
18] display similar behaviour, and could benefit slightly from that addition in the boundary
condition. The last observation from Figure 5 is that the overall combustion of the fuel from
the central jet is not significantly affected by the temperature treatment at the inlet boundary
condition, for this range of temperatures. By the time the jet mixes with the fluid from the
pilot–coflow mixture layer, it is already sufficiently well-mixed. The findings agree with
those of [11], where reducing the coflow temperature in PM1-200 to as low as 1200 K did
not significantly impact reaction progress.

2.5. Comparison of combustion modelling methodologies

In the next part of this work, a flamelet-generated manifold (FGM) [41, 42] is applied to
model the combustion in the PPJB. The purpose of doing so is two-fold: firstly, to reduce the
computational cost, particularly for the more expensive LES-PDF studies; and secondly, to
examine the sensitivity of the PPJB calculations to the combustion modelling. These studies
provide a direct comparison between calculations with detailed chemistry and calculations
with simplified combustion models.

For this particular application of FGM, three variables are considered: a mixture fraction
of both the jet and pilot streams, ξj and ξp, and one reaction progress variable, taken here
to be the sensible enthalpy, hs . A grid is constructed in the ξj and ξp mixture fraction
space; for each point in the grid, a chemical composition corresponding to inert mixing
of the three streams is formed based on the values of ξj and ξp at that point. From this
composition, a freely-propagating laminar flame is computed for each value of mixture
fraction in the grid. In the RANS-PDF calculations, both mixture fractions have no source
term. The source term for the sensible enthalpy, ḣs , is evaluated by performing a table
look-up from the current values of ξj , ξp and hs and interpolating. The change in hs over
one time step is then computed from simple Euler integration, with integration performed
over nsub sub-steps within the current time step as shown in Equation (3):

hs(t + �t) = hs(t) +
∫ t+�t

t

ḣs

(
ξj (t ′), ξp(t ′), hs(t

′)
)

dt ′. (3)

A second manifold is constructed by the same process as above, but instead of computing
a laminar flame, an auto-ignition calculation is performed for each composition formed
by inert mixing of the three streams. The purpose of this second manifold is to examine
the importance of diffusive effects, and to facilitate comparisons between the two sets of
boundary conditions from Table 3. For each of these two manifolds, calculations are made
using the 44-species UCSD mechanism [38] and the 111-species USC-Mech-II chemical
mechanism [43]. The first of the manifolds, assembled from laminar flame calculations, is
denoted as FGM-LF; the second, assembled from auto-ignition calculations, is denoted as
FGM-AI.

The numerical accuracy of this method is affected by the size of the grid in ξj , ξp and
hs , the number of time steps over which the numerical integration is performed, and the
accuracy to which the flamelets are computed. Convergence studies are performed over
all of these parameters, and an error in the ignition delay time, εt , is defined for each
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Combustion Theory and Modelling 623

Figure 6. Plots of sensible enthalpy, hs , versus time, t , (left) and the time rate of change of sensible
enthalpy, ḣs or dhs/dt , versus sensible enthalpy (right) for jet and pilot mixture fractions of (0.47,
0.50). The dark dashed line is computed using an FGM using a time step, �t , of 10−6 and four time
sub-steps; the light solid line is computed using the commercial software Chemkin using appropriately
low values for error tolerances. The rapid variation at the initial time step is due to the reaction of
radicals from the pilot and coflow mixtures.

configuration by

εt = ∣∣tFGM
ig − tig

∣∣/tig, (4)

where tFGM
ig is the ignition delay time based on that configuration of the FGM, and tig is the

ignition delay time computed directly from a laminar flame calculation (or an auto-ignition
calculation, in the case of the second manifold) of sufficient numerical accuracy computed
using Chemkin. The ignition delay time is defined here as the time taken for the sensible
enthalpy of a particle starting from the unburned composition to increase by 50% of the
total change in sensible enthalpy. Accuracy tests are conducted using a time step of 10−6

seconds, which is near the time step used in the calculations. The time evolution of sensible
enthalpy and its time rate of change for a value of (ξj , ξp) around the most sensitive region
of mixture fraction space, (0.47, 0.50), in one of the accuracy tests is illustrated in Figure 6.
This figure illustrates the consistency between the solution computed using appropriate
accuracy in a Chemkin calculation and the solution computed from interpolating in ξj , ξp,
hs and time in the FGM.

The accuracy test of the grid size and interpolation is illustrated in Figure 7. Three grids
are defined, FGM-16, FGM-32 and FGM-64, and have, respectively, 16, 32 and 64 grid
points in each dimension. For a large number of points inside the range (0.44 ≤ ξj ≤ 0.56)
and (0.44 ≤ ξp ≤ 0.56), εt is measured. The convergence tests shown in Figure 7 reveal
that the error decreases as the grid is refined. Secondly, the error is lowest at the locations
near the grid nodes. This study shows that the error from the grid discretisation is larger
than the error associated with the time sub-step. A grid size of 32 × 32 × 100 in ξj , ξp and
hs , and a value of nsub of four yields a maximum εt of about 0.10, and the results from
calculations of the PPJB are insensitive to numerical parameters giving greater accuracy.
Therefore, these are the numerical parameters used in this study of the FGM.

Figure 8 shows the results of using both FGM-AI and FGM-LF with the USCD mecha-
nism [38] to model the combustion in PM1-50. The results obtained with these models are
compared to results obtained using detailed chemistry with the two sets of boundary con-
ditions described in Table 3; for FGM-AI, the results are compared to those with detailed
chemistry and equilibrium boundary conditions, and, for FGM-LF, to those with laminar
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624 D.H. Rowinski and S.B. Pope

Figure 7. Plot in the two-dimensional mixture fraction space coloured by the error in ignition delay
time as defined in Equation (4) for FGM’s constructed on three different grids. The grids are, from
left to right, FGM-16, FGM-32 and FGM-64. The colour scaling varies for each plot and is indicated
by the colourbar in the upper right corner of each plot.

flame boundary conditions with heat loss in the coflow. The results obtained with FGM-AI
are in remarkably good agreement with the results obtained using detailed chemistry for the
mean mass fractions of major species such as CH4 and CO2. For the mean mass fractions
of CO and OH, the FGM-AI calculations are generally within 10% of the values from the
calculation with detailed chemistry; FGM-AI slightly overpredicts the mass fractions of
these species, which would suggest that diffusive processes are responsible for the slightly
lower mass fractions of CO and OH observed in the calculations with detailed chemistry.
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Combustion Theory and Modelling 625

The performance of FGM-LF is similar in terms of the mean mass fractions of CH4 and
CO2, and is slightly more consistent with the calculations with detailed chemistry than
that of FGM-AI, in terms of the mean mass fractions of CO and OH. Figure 8 also shows
that the differences between FGM-AI and FGM-LF are caused by both the combustion
modelling as well as by the different boundary conditions. This thorough comparison of
the simplified combustion models to detailed chemistry shows that the combustion in these
calculations is not particularly sensitive in terms of the major species such as CH4, O2,
H2O and CO2, but for the species in smaller concentrations, like CO and OH, the results
are slightly more sensitive to the combustion modelling. Although both combustion models
utilize a different chemical mechanism, parametric studies of chemical mechanisms in both
models reveal that the calculations, at this level of comparison, are relatively insensitive
to the choice of chemical mechanism for both combustion models. The differences aris-
ing between the calculations compared here are due to the combustion model and not the
chemical mechanism.

The same calculations are performed in PM1-200, and the agreement in the mean and
RMS species mass fractions between the calculations using detailed mechanisms and those
using FGM-based modelling is of similar quality to that in PM1-50. However, the reaction
progress in the calculations of PM1-200 is overpredicted using both chemistry models, so
no strong conclusions about the adequacy of FGM-based models in PM1-200 can be drawn
from that comparison.

With respect to other studies of the PPJB using simplified combustion modelling [18],
these comparisons assist in validating the use of those models for the major species and

Figure 8. Radial profiles of (from top to bottom) time-averaged mass-weighted mean temperature
and time-averaged mass-weighted mean mass fractions of species CH4, CO2, CO and OH in the
RANS-PDF calculations of PM1-50 using different chemistry models and boundary conditions.
Left-most two columns: equilibrium boundary conditions and chemistry modelled with: detailed
chemistry using ARM-1 and ISAT (dark dashed lines) and FGM-AI (light solid line); right-most
two columns: laminar flame boundary conditions using: ARM-1 and ISAT (light dashed line) and
FGM-LF (dark solid line); lines with squares: experimental data [10]. (available in colour online)
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626 D.H. Rowinski and S.B. Pope

density, and provide an explanation for the observed discrepancies in the mass fractions of
CO and OH in those studies. One deficiency of the FGM investigated here is the inability to
account for the heat loss in the coflow stream, which is one advantage of the approach used
in [18]. This could be accounted for by adding an additional variable into the formulation.
However, the objective of this part of the study is to describe the reaction progress as simply
as possible; based on the previously discussed findings regarding the effect of the coflow
temperature on the overall combustion in the flame, the results using the FGM provide
acceptable results. The FGM-LF model is selected to be used in the first LES-PDF in this
work, before advancing to the calculations with detailed chemistry.

3. LES-PDF calculations

The results from Section 2 show how the treatment of molecular diffusion, inflow boundary
conditions, and chemistry modelling affect the calculations of the PPJB flames in the context
of the RANS-PDF method, and the results demonstrate much more accurate calculations of
PM1-50 than any previous study. However, none of these components of the modelling yield
calculations of PM1-150 and PM1-200 in much better agreement with the experimental
data. Therefore, the more complete modelling methodology of LES-PDF is next considered
so that the effects of molecular diffusion can be examined in greater detail, and with a more
complete level of turbulence modelling.

The LES-PDF methodology is a hybrid method in which large-eddy simulation (LES)
and probability density function (PDF) methods are used together to model a turbulent
reactive flow. In LES, the large scales of the turbulence are resolved, and the small scales
must be modelled. Since the large scales contain most of the kinetic energy of the flow,
most of the large-scale features of the flow can be resolved. However, most chemical
reaction occurs at very small scales, so the sub-model used to describe this process is a very
important part of the overall model. There are a number of existing sub-models for chemical
reaction, among which is the PDF method. The primary advantage of the PDF method is
that chemical reaction can be treated exactly through elementary reactions in a detailed
chemical mechanism, and therefore can represent turbulence–chemistry interactions most
effectively. Various formulations of the LES-PDF methodology have recently been used to
perform calculations of turbulent flames [44–50]. The approach taken in this work is based
on that used in [49, 50] and is described next.

3.1. Computational methodology for the LES-PDF calculations

The LES-PDF approach used to study these flames is based on the LES framework of self-
conditioned fields [51] and the two-way coupled hybrid method developed in [49, 52, 53].
The LES transport equations for mass and momentum are solved with overall second-order
accuracy using the methodology of [54]; continuity is enforced through solving the pressure
Poisson equation. The turbulent viscosity is computed using an algebraic sub-grid scale
model [55], and the turbulent diffusivity is computed from the turbulent viscosity using
a turbulent Schmidt number of 0.4. The effect of the turbulent Schmidt number on the
calculations has been examined in PM1-150, and it is found that a 25% variation in this
parameter has little effect on the calculations.

An additional equation for the specific volume is solved in the LES, and the source
term for this equation is obtained from the particle solver [56]. The LES solver provides the
particle solver with the filtered velocity, density, turbulent viscosity, turbulent diffusivity,
molecular diffusivity and mixing frequency.
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Combustion Theory and Modelling 627

As opposed to the RANS-PDF method, which considers the joint PDF of velocity,
turbulence frequency and compositions, the LES-PDF method used here considers the joint
PDF of compositions. In the particle solver, the particles evolve in physical space and in
composition space. A splitting scheme with second-order accuracy [52] is used to advance
the particles over each time step. The quantities from the LES solution are used to advance
the particles in physical space as developed in [53] and also used in [49, 50].

The particle position evolves according to

dX∗ = U∗ dt +
(

1

ρ̄
∇ (ρ̄αT )

)∗
dt +

√
2αT dW, (5)

which is identical to Equation (1), except the turbulent diffusivity, αT , replaces the molecular
diffusivity. With this formulation, the molecular diffusivity does not contribute to the
random-walk term, so there is no spurious production of scalar variance due to the molecular
diffusivity. The particle composition evolves by Equation (6):

dφ∗(t)

dt
= −�∗

M

(
φ∗ − φ̃∗) +

(
1

ρ̄
∇ (

ρ̄α̃∇φ̃
))∗

+ Ṡ(φ∗), (6)

where φ is the particle composition vector, �M is the mixing frequency, ρ̄ is the filtered
density, α̃ is the mass-weighted filtered diffusivity, and Ṡ is the reaction source term. The
superscript ‘∗’ denotes a quantity evaluated at the particle position. The first two terms in
Equation (6) represent the modelling of mixing, the first term being molecular mixing, and
the second term being molecular transport. This treatment of molecular diffusion allows
differential diffusion to be accounted for in the model, and it produces no spurious scalar
variance [39, 40]. The mixing frequency is computed from Equation (7):

�M = CM (α̃ + αT ) /�2, (7)

where αT is the turbulent diffusivity, � is the filter width, and the constant mechanical-to-
scalar timescale ratio, CM , is set to a value of 5.0 for the base case, as in [50]. The constant
CM is often denoted by Cφ . However, here the symbol CM is used to differentiate this con-
stant from the mechanical-to-scalar timescale ratio used in the RANS-PDF calculations, Cφ .

The third term in Equation (6) represents chemical reaction, and here it is evaluated
using the ISAT storage and retrieval algorithm [36, 37] for computational efficiency. Upon
completion of the current time step, the particle solver then provides the LES solver with
the volume-weighted mean density, mass-weighted mean temperature and source term for
specific volume. The two-way coupled hybrid method proceeds in this way throughout the
calculation. After a statistically stationary state has been reached, the statistics of interest
are time-averaged until temporal convergence is attained.

3.2. Computational configuration of the LES-PDF calculations

The computational domain for the LES-PDF calculations is a cylinder of size 75D ×
25D × 2π in the axial, radial and circumferential directions. A sketch is shown in Figure 9.
At the pilot and coflow inflow plane, the velocity boundary conditions are prescribed
based on the stationary laminar flow identical to the mean velocity used in the RANS-PDF
calculations. At the jet inflow plane, the velocity is taken from a separate turbulent pipe-
flow simulation at the appropriate value of Re. The same chemical mechanism used in the
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628 D.H. Rowinski and S.B. Pope

Figure 9. Computational domain for the LES-PDF calculations. The axial and radial directions are
indicated by the arrows, and the vertical arrow coincides with the centreline of the jet. Only one fifth
of the grid points from grid G3 are shown in each axial and radial direction. The cutaway in the
x–r plane shows a contour of the instantaneous resolved CO2 mass fraction from a calculation of
PM1-100. In the plane at the bottom of the cutaway, the diameter of the pilot and jet are shown.

RANS-PDF calculations, the 16-species ARM-1 mechanism [35], is used to describe the
detailed chemical kinetics in the base case. The compositions provided at the inlet are taken
from the laminar flame inflow conditions in Table 3; however, the temperature and density
at the inlet are specified using the boundary conditions with heat loss in the coflow. The
viscosity is obtained from a curve-fit to data from the FGM. For each composition realised
in the FGM, the kinematic viscosity, ν, is evaluated with Chemkin, and a curve-fit is made
as a function of temperature by

ν(T ) = ν0 (T/T0)b , (8)

where the reference temperature, T0, is 300 K, and the reference viscosity, ν0, is 1.60 ×
10−5 m2/s. The exponent b is obtained from the curve-fit and is equal to 1.69. The molecular
viscosity is necessary in the LES momentum equations, where the total viscosity is given by
the sum of the molecular and turbulent viscosities. The base case is set up with unity Lewis
number in all the species, and the diffusivity is evaluated in the same way as described for
the RANS-PDF equations, using Equation (2) and all the same parameter values. The case
of differential diffusion is discussed in Section 3.4.1. Figure 10 shows both the molecular
diffusivity and the kinematic viscosity as evaluated on all the compositions throughout the
FGM as functions of temperature. Both the viscosity and the diffusivity are well-described
as a function of only the temperature, and the curve-fits to Equations (2) and (8) provided
represent these transport properties well. The error between the property values evaluated
through the curve-fit and through Chemkin is small, with a maximum error less than 1%.
The calculations are performed for all four PPJB flames using this formulation of the base
case. Figure 11 shows contours of the instantaneous resolved mass fraction of CO from
these calculations. As the jet velocity increases, the coflow and pilot streams are more
rapidly entrained by the central jet, and the length of the flame generally increases.

D
ow

nl
oa

de
d 

by
 [

C
or

ne
ll 

U
ni

ve
rs

ity
 L

ib
ra

ry
] 

at
 1

7:
06

 1
5 

N
ov

em
be

r 
20

14
 



Combustion Theory and Modelling 629

Figure 10. Molecular transport properties as prescribed in LES-PDF calculations as functions of
temperature. The thermal diffusivity is shown in the left plot, and the kinematic viscosity is shown in
the right plot. In both plots, the black dots indicate the transport properties as evaluated on the FGM,
and the grey dashed lines indicate the curve-fits to Equations (2) and (8) used, which are prescribed
in the LES-PDF calculations.

3.3. Numerical accuracy of the LES-PDF calculations

In the LES-PDF calculations, the primary sources of numerical error include the grid
discretisation, the finite number of particles, the finite duration of time-averaging, and the
error tolerance associated with the chemistry tabulation in ISAT. All of these parameters
are investigated through convergence studies, and it is found that the largest source of
numerical error is the grid resolution. The grid resolution is especially important in the
context of LES, where the resolution directly affects the filter width, and thus how much
of each quantity is either resolved or unresolved. A number of different criteria exist for
determining the grid quality for an LES, and there is still no universal standard criterion by
which to assess the quality. This remains an important topic for future study, but is beyond
the scope of this work, other than to ensure that the investigated quantities do not exhibit
significant sensitivity to the grid resolution beyond that used. Therefore, to establish the
level of numerical accuracy of the calculations with respect to the grid resolution, several
convergence studies are performed on progressively refined grids. The statistics of interest
for each calculation are then compared to those statistics on the most highly resolved grid
and the error for each statistic on each grid is measured.

The first set of convergence studies is conducted on a non-reacting flow based on the
same configuration as the PPJB. Only a single LES is necessary for these calculations;
there is no chemical reaction source term, and the density can be obtained directly from
the mixture fractions. The grid sizes used for these calculations are shown in Table 5. The
relative number of cells in each direction is chosen based on the configuration which yields
the most rapid grid convergence. The results of this convergence study are summarised in
Table 5 for the flow NR-200, which is based on PM1-200, the PPJB flame with the highest
jet bulk velocity. Among all the flows considered in this work, NR-200 has the largest
numerical error from grid resolution. The error in the time-averaged statistics for each
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630 D.H. Rowinski and S.B. Pope

Figure 11. Contour plots of instantaneous fields of resolved CO mass fraction from LES-PDF
calculations of all four PPJB flames on grid G4 using the mechanism ARM-1 to describe the
chemistry.
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Combustion Theory and Modelling 631

Table 5. Grid sizes for LES and LES-PDF calculations.

Grid nT NR-200 PM1-50

name nx nr nθ (Mcells) Ũ uRMS ξ̃j ξ̃ ′′
j ξ̃j ξ̃ ′′

j ξ̃p ξ̃ ′′
p T̃ (K) T̃ ′′(K)

G1 96 48 24 0.11 0.104 0.102 0.130 0.041 0.280 0.059 0.121 0.028 298.0 184.4
G2 128 64 32 0.26 0.152 0.031 0.128 0.033 0.036 0.016 0.059 0.026 80.3 37.1
G3 192 96 48 0.88 0.108 0.022 0.082 0.024 0.023 0.017 0.023 0.013 18.4 11.7
G4 256 128 64 2.1 0.044 0.006 0.040 0.011 – – – – – –
G5 384 192 96 7.1 – – – – – – – – – –

Note: Shown in each column are the grid name, the number of cells in the axial, radial and angular directions
(nx , nr and nθ ), and the total number of cells (nT ), in millions of cells. The next four columns show the errors
in the time-averaged mass-weighted resolved mean axial velocity, resolved RMS axial velocity, resolved mean jet
mixture fraction, and resolved RMS of the jet mixture fraction for the grid convergence study of the non-reacting
flow based on PM1-200. The final six columns show the error in the time-averaged mass-weighted resolved mean
jet and pilot mixture fractions, resolved RMS jet and pilot mixture fractions, and the resolved mean and RMS
temperature. All errors are evaluated as the maximum difference at an x/D of 30 between statistics on the evaluated
mesh and the finest mesh examined.

calculation is computed by taking the difference between the statistics in that calculation
and the statistics on the most highly resolved grid; the maximum error in time-averaged
mass-weighted statistics at an axial location of an x/D of 30 is shown in Table 5. On grid
G4, the maximum error at an x/D of 30 is about 5% for the resolved mean axial velocity,
1% for RMS of the resolved axial velocity, 4% for the resolved mean jet mixture fraction,
and 1% for the RMS of the resolved jet mixture fraction.

A grid convergence study is also performed for the reacting flows. The results of the
grid convergence study for PM1-50 are also summarised in Table 5. These reacting flow
calculations have considerably less numerical error from the grid resolution than do the
non-reacting cases; due to the heat-release in the reacting flows, the pilot and coflow streams
are not entrained as strongly into the jet as they are in the non-reacting flows. Additionally,
the heat release contributes to increased viscosity, and hence a lower resolution criteria
in LES. Grid G3 exhibits errors of around 2% for the mean and RMS of the resolved
temperature and jet and pilot mixture fractions. Figures 12(a) and 12(b) show the radial
profiles of the mean and RMS statistics for this convergence study. Besides grid G1, the
other grids all yield reasonably similar statistics. The largest numerical errors occur in the
RMS statistics of the resolved scalar fields around the centreline. It is observed that, as the
jet velocity increases, the requirements for numerical accuracy also increase. Grid G3 is
used as the base case grid for the calculations of PM1-50, while both grids G3 and G4 are
used to perform calculations of the other flames, PM1-100, PM1-150 and PM1-200.

Figures 13(a) and 13(b) show the mean and RMS statistics in the base case calculations
of PM1-50. The figures demonstrate good consistency between the mean scalar fields in
the RANS-PDF and LES-PDF calculations, and an improvement in the calculations of the
RMS statistics in the LES-PDF calculations in the near-field region of the pilot–coflow
mixing layer. The use of the boundary condition with heat loss significantly improves the
calculations of the temperature throughout the flame, and do yield a small improvement in
the amount of fuel burned near the centreline farther down in the flame, as is also seen in
the RANS-PDF study. The total RMS obtained from the particles is shown in Figure 13(b).
At the jet–pilot interface, the unresolved component of the RMS accounts for about 30%
of the total RMS at an x/D of 2.5, and about 20% of the total RMS at an x/D of 7.5.
Beyond an x/D of 7.5, the unresolved component of the RMS is generally less than 10%
of the total RMS.
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632 D.H. Rowinski and S.B. Pope

Figure 12. Radial profiles of the time-averaged mass-weighted resolved mean (a) and RMS of the
resolved scalar (b) for the jet mixture fraction (top row), pilot mixture fraction (middle row), and
temperature (bottom row) in the convergence study of the LES-PDF calculations of flame PM1-50.
The axial location is indicated at the top of each column. Dashed light grey: G1; solid grey: G2;
dashed dark grey: G3; solid black: G4; lines with squares: experimental data [10].

3.4. The effects of modelling molecular diffusion in the LES-PDF calculations

In LES-PDF, modelling is required to treat the conditional diffusion term in the PDF
transport equation. This is done through the mixing model described above in Equations (6)
and (7), and entails one of the largest sources of modelling uncertainty in the calculations.
For that reason, a thorough investigation is performed with respect to two aspects of
the mixing model. The first aspect investigated is the effect of differential diffusion, and
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Combustion Theory and Modelling 633

Figure 13. Radial profiles of the time-averaged mass-weighted resolved mean (a) and RMS statistics
in the base case LES-PDF and RANS-PDF calculations of flame PM1-50. Dark solid line: LES-PDF
without heat loss; grey solid line: LES-PDF with heat loss (total RMS); grey dashed line: LES-PDF
with heat loss (RMS of resolved scalar); light grey dashed line: base case RANS-PDF; lines with
squares: experimental data [10].

the second aspect investigated is the value of the parameter, CM , which represents the
mechanical-to-scalar timescale ratio.

3.4.1. The effects of differential diffusion

A major assumption made in the base-case calculations, as well as in the previously
discussed RANS-PDF calculations, is that the Lewis number is unity for all chemical
species. In reality, this is not the case, as lighter species generally have a higher diffusivity,
and heavier species generally have a lower diffusivity. In the configuration of the PPJB,
there are significant concentrations of light species such as OH, H2 and H in both the pilot
and coflow. Furthermore, it has already been shown that molecular diffusion is important
in modelling the pilot–coflow mixing due to the low velocities and high temperatures of
the pilot and coflow streams. Therefore, a careful investigation of the effect of differential
diffusion in these flames is important in understanding their behaviour.

Figure 14 shows the molecular diffusivity of each chemical species in the ARM-1
mechanism evaluated throughout the entire FGM manifold, as well as the thermal diffusivity.
From the figure, it is clear that there is a large range in the diffusivity of the different species.
The lightest species, H, has a diffusivity larger than the thermal diffusivity by a factor of
about eight, and that of H2 is about four times greater than the thermal diffusivity. Figure 14
also shows that the diffusivity of each species is well-described as a function of only the
temperature.
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634 D.H. Rowinski and S.B. Pope

Figure 14. Molecular diffusivity of the chemical species in the ARM-1 mechanism as evaluated
from compositions on the FGM and plotted as functions of temperature. The curve-fit to Equation (2)
for the thermal diffusivity is shown by the black dotted line.

Using the diffusivities evaluated on the FGM, as shown in Figure 14, curve-fits are
made as functions of temperature in the form of Equation (9):

αi(T ) = αi
0 (T/T0)b

i

, (9)

which is identical in form to Equation (2), but the superscript ‘i’ denotes a quantity for
species i. The values obtained from the curve-fit for each species are shown in Table 6.

A comparison between calculations with and without differential diffusion in flame
PM1-50 is shown in Figure 15. The general conclusion is that the effects of differential
diffusion are limited to the near field of the flow (around x/D values of 2.5 and 7.5) and
to the species H2, CO and OH, as well as other species in smaller concentrations. There
is interesting behaviour observed in the near field of the flow to which the differential
diffusion gives considerable insight. The most notable difference in the calculations with
and without differential diffusion is in the mean mass fraction of CO. When differential
diffusion is included in the calculations, the amount of CO in the pilot–coflow mixing layer
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Combustion Theory and Modelling 635

Table 6. Coefficients in Equation (9) for
the diffusivity of each chemical species.

Species α0 (m2/s) b

H2 8.00 × 10−5 1.69
H 12.4 × 10−5 1.75
O2 2.03 × 10−5 1.73
OH 3.22 × 10−5 1.71
H2O 2.27 × 10−5 1.85
HO2 2.09 × 10−5 1.72
H2O2 2.07 × 10−5 1.72
CH3 2.26 × 10−5 1.73
CH4 2.30 × 10−5 1.71
CO 2.08 × 10−5 1.71
CO2 1.58 × 10−5 1.75
CH2O 1.56 × 10−5 1.80
C2H2 1.67 × 10−5 1.74
C2H4 1.61 × 10−5 1.76
C2H6 1.48 × 10−5 1.75
N2 2.17 × 10−5 1.70

Note: The coefficients relate the mixture-
averaged diffusivity of each species to the tem-
perature, as evaluated from curve-fits evaluated
on compositions throughout the entire flamelet
manifold.

decreases to a value closer to that measured. This occurs not because of the diffusivity of
CO (which is roughly equal to the thermal diffusivity), but rather because of the diffusivity
of the other light species in the coflow and pilot. When differential diffusion is included,
a greater concentration of these lighter species reacts with CO to form CO2 in the pilot–
coflow mixing layer, and thus the mass fraction of CO there is reduced. In addition to
flame PM1-50, the same study of differential diffusion is applied in flame PM1-150; this
yields a similar effect, but of smaller magnitude. This observation is reasonable because the
pilot–coflow region is much smaller in flame PM1-150 due to the more rapid entrainment
by the jet, and the effect of differential diffusion is primarily limited to this region.

3.4.2. The effect of the model constant CM

The second important aspect of modelling molecular diffusion is the value of the parameter
CM . The mixing frequency, from Equation (7), is directly proportional to CM . In previous
RANS-PDF calculations of the PPJB, it was found that the value of Cφ had two main effects:
larger values of Cφ resulted in decreased scalar variance [10, 11] and a decreased spreading
rate of the jet [11]. In this study, the value of CM is varied over values of {2, 5, 10, 20,
50, 100} for flame PM1-150. The numerical implementation with a second-order scheme
where the boundedness for φ is guaranteed [40, 52] ensures that there are no numerical
accuracy or stability issues for large values of CM . Contour plots of the instantaneous CO
mass fraction from this parameter study are shown in Figure 16. As CM increases, the flame
length increases and the spatial variance of the resolved fields decreases.

Figure 17 shows the effect of CM on the fraction of the time-averaged mass-weighted
total RMS of the CO mass fraction which is unresolved. In the base case calculations of
PM1-150, the maximum unresolved RMS is about 30% of the total RMS in the near field
(from x/D = 0 to x/D = 15), and less than 20% beyond x/D = 15. As CM increases,
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636 D.H. Rowinski and S.B. Pope

Figure 15. Radial profiles of time-averaged mass-weighted resolved scalars in calculations of
PM1-50 with and without differential diffusion. The first row shows the temperature, the next three
rows show the mass fraction of the species H2, CO and OH. Solid dark line: without differential
diffusion; dashed grey line: with differential diffusion; lines with squares: experimental data [10].

the unresolved portion of the total RMS decreases; for CM ≥ 20, the unresolved RMS
is less than 5% of the total RMS at all locations at which the total RMS is significantly
large (values of the total RMS at least 2% of the RMS at the centreline). The observations
about the unresolved RMS made for the CO mass fraction generally hold true for the mass

Figure 16. Contour plots of instantaneous resolved mass fraction of CO in the parametric study of
CM for flame PM1-150. The value of CM used in each calculation increases from 2 to 100 going from
left to right, and is indicated in the top left corner of each plot. The value of the resolved CO mass
fraction is indicated by the colourbar in the top right corner.
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Combustion Theory and Modelling 637

Figure 17. Contour plots of time-averaged mass-weighted total RMS of CO mass fraction (left side)
and portion of the total RMS which is residual, RỸ ′′

CO
, (right side) in the parametric study of CM

for flame PM1-150. The quantity RỸ ′′
CO

is defined as the time-averaged mass-weighted residual RMS
mass fraction of CO divided by the time-averaged mass-weighted total RMS mass fraction of CO.
The magnitude of the total RMS (left side) is multiplied by a factor of 60 so one colourbar is used to
show the magnitude of both quantities.

fractions of other species. A second observation from Figure 17 is that as the constant CM

increases, the total RMS decreases and its distribution in physical space changes. As CM

increases, the peak in the total RMS of the CO mass fraction moves out from the centreline.
This is a result of the changing shape of the flame caused by CM . With largerCM , the flame
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638 D.H. Rowinski and S.B. Pope

Figure 18. Radial profiles of time-averaged mass-weighted mean resolved scalars in the parametric
study of CM in flame PM1-150. The plotted scalars are, from top row to bottom row, temperature and
mass fractions of the species CH4, CO2, CO and OH. Black line: CM = 5; dark grey line: CM = 20;
light grey line: CM = 50; lines with squares: experimental data [10].

has more homogeneity near the centreline due to the increased intensity of mixing. Most of
the strong gradients in physical space move outward from the centreline, and most mixing
takes place at these locations.

The results of this parameter study are illustrated quantitatively in Figures 18 and 19.
Figure 18 shows the time-averaged mass-weighted mean of the resolved temperature and
species mass fractions for values of CM of 5, 20 and 50. As CM increases, the fuel mass
fraction increases at x/D values of 15 and 30. When CM is increased to around 50 or
100 (not shown), very good agreement in the overall reaction progress is obtained by x/D

values of 15 and 30. This includes both the mean and RMS statistics. However, for the
near-field region, smaller values around 5 or 10 yield results in better agreement with the
experimental measurements. For axial locations beyond an x/D of 30, it appears that even
larger values of the mixing frequency are required; however, simply using a larger value
of CM does not improve the accuracy of the calculations beyond an x/D of 30 due to the
adverse effect of larger values of CM in the near field of the jet.
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Combustion Theory and Modelling 639

Figure 19. Radial profiles of time-averaged mass-weighted RMS of resolved scalars and total RMS
(RMS of resolved fields and residual RMS) in the parametric study of CM in flame PM1-150. The
plotted scalars are, from top row to bottom row, temperature and mass fractions of the species CH4,
CO2, CO and OH. Black line: CM = 5; dark grey line: CM = 20; light grey line: CM = 50; solid
lines: RMS of resolved scalars; dashed lines: total RMS; lines with squares: experimental data [10].
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640 D.H. Rowinski and S.B. Pope

Increasing the mixing frequency (via increasing CM ) effectively reduces the residual
variance. Figure 19 shows that the unresolved portion of the RMS is significant in the near
field when CM is 5, and the total RMS is overpredicted for the mass fractions of all these
species in the near field. As CM increases, the unresolved portion of the RMS decreases,
and larger values of CM produce results of the total RMS much more consistent with the
experimental data.

Figure 20 shows particles from a single row of cells in this parametric study. When CM

is 5, the base case, there is a very large amount of residual variation in the temperature, with
variation as large as 500 K near the jet–pilot reaction zone. As CM increases, this residual
variation in the particle quantities clearly decreases, as shown in Figure 20. When CM is
20, the maximum variation in the pilot-jet reaction zone is only about 300 K, and when
CM is increased to 100, the maximum variation at this location further diminishes to about
200 K. The framework used in the LES calculations in [15] should be examined carefully
in light of the significant amount of subgrid-scale variation observed here.

4. Comparison of RANS-PDF and LES-PDF for all flames

One of the major deficiencies of previous calculations is the overprediction of the re-
action progress, particularly in the flames with higher jet velocities (i.e. PM1-150 and
PM1-200) [10, 11]. Even in calculations of PM1-100, all previous studies report the flame
length being calculated as shorter than measured experimentally [10, 11, 15–18]. This
discrepancy is generally manifested in the calculations by accurate mean mixture fractions,
underpredicted mass fractions of fuel and oxidizer, and overpredicted mass fractions of
products (CO2 and H2O) and mean temperature. Considering that one of the main fea-
tures of these flames is the reduced reaction progress in PM1-150 and PM1-200 around
an x/D of 30, the ability to predict the reaction progress rate accurately at this location is
extremely important in assessing the quality of the numerical methods used to model these
flames.

Some previous studies [10, 11] identify the mixing models as the most likely cause of
the observed discrepancy in reaction progress. However, neither of those previous studies
shows, quantitatively, that a different model of mixing yields the observed reaction progress
in PM1-150 or PM1-200. One of the major reasons is that, in those previous RANS-PDF
studies based on the joint PDF of velocity, turbulence frequency and composition [11],
variation of Cφ affected not only the reaction progress, but also the scalar flux. Thus,
the jet spreading rate is altered by the change in Cφ and quantitative agreement with
the experimental measurements is not achieved for larger values of Cφ . However, in the
LES-PDF parameter study of CM performed in this work, the scalar flux is not directly
affected by the value of CM . For sufficiently large CM , excellent quantitative agreement
can be achieved at an x/D of 30 in PM1-150 for mean and RMS statistics. These results
demonstrate a clear link between the mixing frequency and the reaction progress. Given
that such large values of CM are required to achieve the correct reaction progress, this
study is highly suggestive that the mixing frequency in this region of the PPJB flames is
dominated by scales other than those in Equation (7).

To quantify the amount of reaction progress in a way that allows an efficient comparison
to experimental data, a mean Fuel Consumption Index (FCI) is introduced, which is defined
as

FCI(x, r) = 1 − 〈Yfuel(x, r)〉/〈ξj (x, r)〉
Yfuel(x0, r0)/ξj (x0, r0)

, (10)
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Combustion Theory and Modelling 641

Figure 20. Radial profiles of instantaneous particle quantities from the parametric study of CM from
flame PM1-150. The topmost three rows (a) show the temperature of the particles as a function of
the radial position for one row of cells in the calculations. The bottommost three rows (b) show the
temperature deviation from the cell mean temperature for the same particles in the same single row
of cells. For each set of three columns, the axial location of the plots increases from left to right
as indicated above each column. Each row shows results from calculations using a different value
of CM , increasing from the top row to the bottom row, i.e. for a CM of 5 (top row), for a CM of
20 (middle row), and a CM of 100 (bottom row). The particles in the topmost three rows (a) are
coloured by the particle CO mass fraction, and the particles in the bottommost three rows (b) are
coloured by the deviation of the CO mass fraction from the cell mean CO mass fraction. The light
solid line in the topmost three rows (a) indicates the cell mean temperature for the row of cells
plotted.
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642 D.H. Rowinski and S.B. Pope

Figure 21. Fuel Consumption Index (FCI) on the centreline of the jet (r/D = 0) as a function of axial
position (x/D) from the experimental measurements of the PPJB flames and various calculations
from this study. In all plots, the experimental measurements are denoted by the lines with square
markers. The leftmost plot (a) shows the results from the RANS-PDF calculations in the dashed lines.
The rightmost plot (b) shows the results from the LES-PDF calculations in the solid lines. In both (a)
and (b), the colour of the line denotes the flame. The darkest line is for PM1-50, the second darkest
is for PM1-100, the second lightest is for PM1-150, and the lightest is for PM1-200. In the rightmost
plot (c), the results from the parameter study of CM in the LES-PDF calculations of PM1-150 are
shown. The line colours, from dark to light, denote values of CM of 5, 10, 20, 50 and 100.

where Yfuel is the mass fraction of the fuel, and x0 and r0 are the axial and radial locations
of the origin of the fuel stream. The quantity FCI represents the mean mass fraction of
fuel that has burned relative to the amount the jet has been mixed. So, a value of zero
represents an entirely unburned composition, and a value of one represents a fully burned
composition. One disadvantage of using the FCI as defined in Equation (10) is that it is
only defined on the centreline, so it only represents a small portion of the flow domain and
it is subject to considerable statistical error in the measurements. Therefore, comparisons
of this quantity must consider these factors as well. The experimental data demonstrates
errors around 10–20% in FCI at some locations, based on unrealisable mass fractions and
mixture fractions.

Figure 21 shows the evolution of this quantity along the jet centreline in the RANS-PDF
calculations, LES-PDF calculations and experiments. The obvious deficiency observed
in many of the previous studies, as well as in this study, is observable in Figure 21 as
the excessively rapid consumption of fuel in the calculations of PM1-150 and PM1-200.
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Combustion Theory and Modelling 643

Table 7. Table of computational cost for several different modelling ap-
proaches for flame PM1-50.

Methodology Chemistry model Molecular diffusion model CPU hours

RANS-PDF

3-FGM – 1700
17-ISAT – 2300
17-ISAT 1-RW 2400
54-ISAT – 3800

LES-PDF
3-FGM 1-MT 18,000

17-ISAT 1-MT 52,000
17-ISAT 17-MT 190,000

Note: The number of variables used to describe the thermochemistry and the number of
unique diffusivities are both indicated before the name of each respective model. The
molecular diffusion models are (RW) the random walk in position space (Equation 1),
and (MT) full molecular transport with interaction-by-exchange-with-the-mean mixing
and mean drift (Equation 6).

The improvement obtained through larger values of CM is observable in Figure 21(c) for
PM1-150, although it is clear that there is still room for improvement in the prediction of
this quantity.

The primary benefits of using the LES-PDF methodology over RANS-PDF in this
work have been to model the molecular diffusion without spurious variance production,
to examine the effect of differential diffusion, and to investigate the effect of CM without
significant effect on the scalar flux. The more complete turbulence modelling of LES-PDF
yields slightly more accurate spreading of the pilot stream, and there is no dependence
on turbulence model parameters such as Cω1; but generally in this jet flow of simple
geometry, both the RANS-PDF and LES-PDF calculations yield similar descriptions of the
velocity fields. The computational costs of each approach are outlined in Table 7 for various
case configurations of PM1-50. The LES-PDF calculations are generally more expensive
by a factor of about 20 compared to the RANS-PDF calculations. So, in this flow, the
advantages of LES-PDF are somewhat under-realised; in more practical applications to
combustion devices, where the flow is much more complex, the benefits of using LES-PDF
would provide greater justification for its higher cost. Furthermore, the RANS-PDF solver
exploits the fact that this problem is axisymmetric and can be solved in two-dimensions.
This is not an entirely fair comparison between the two methods, and gives a bias to the
RANS-PDF calculations.

5. Conclusions

In this study, both RANS-PDF and LES-PDF computational methodologies have been
employed to investigate thoroughly the PPJB flames. The most crucial aspects of modelling
these flames successfully have been identified in this work in the following five conclusions.

(1) Molecular diffusion is important in the pilot–coflow region of the near field. This
process is implemented into the RANS-PDF method using a crude random-walk model
and is tested for accuracy. The resulting mean fields of mixture fractions, temperature
and species are much improved through these calculations. The spurious production
of variance from the random walk model, however, results in poor predictions of the
RMS fields near the pilot–coflow mixing layer. A newly developed implementation of
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molecular diffusion [39, 40] is used in the LES-PDF calculations, which yields much
improved RMS statistics without a spurious production of variance.

(2) A simple FGM three-variable chemistry model based on two conserved scalars (mixture
fractions) and one reaction progress variable is implemented and tested for accuracy.
The results indicate predictions of fuel consumption in good agreement with calcula-
tions using detailed chemistry for all four PPJB flames. The mass fractions of major
species in these flames appear relatively insensitive to the chemistry modelling, as
noted in previous studies. Comparisons with identical calculations using full chem-
istry give a good quantitative comparison between the two approaches. Although good
agreement between the calculations with detailed chemistry and FGM-based chemistry
is obtained for all four PPJB flames, the reaction progress is overpredicted in PM1-150
and PM1-200. Therefore, strong conclusions about the accuracy of the FGM-based
approach hold only for PM1-50 and PM1-100.

(3) Boundary conditions considering the heat loss in the coflow, the curved geometry of
the pilot–coflow interface, and compositions taken from fully burnt laminar flames
in the pilot and coflow streams, yield calculations in very good agreement with the
measurements near the burner exit. The heat loss has a small effect on the amount of fuel
consumed downstream. The curved geometry of the pilot–coflow interface shifts the
pilot and coflow mixture fractions toward the centreline. The laminar flame boundary
conditions yield slightly better predictions of CO and OH in the pilot compared with
equilibrium conditions, but do not significantly affect the mass fractions of major
species throughout the flame.

(4) For the low velocity flames (PM1-50 and PM1-100), good results can be obtained
through both RANS-PDF and LES-PDF methods using the above boundary conditions
and treatment of molecular diffusion. This is quantified by reasonable agreement in
the mean and RMS statistics of temperature and species mass fractions throughout all
measured locations.

(5) For the high velocity flames (PM1-150 and PM1-200), the RANS-PDF calculations
overpredict the reaction progress beyond an x/D of 15, as observed in previous studies
of these flames [10, 11]. The LES-PDF calculations yield excellent agreement in the
mean and RMS statistics of temperature and species mass fractions at x/D values of
15 and 30 when the value of CM is increased to around 50 or 100, whereas previous
RANS-PDF studies of Cφ did not achieve quantitative agreement with larger Cφ due to
the affect of Cφ on the scalar flux, the level of turbulence modelling, and the boundary
conditions. The LES-PDF calculations provide a strong link between the larger values
of mixing frequency, and the observed improvement in the reaction progress. The
results indicate that the mixing frequency is dominated by scales different from that in
Equation (7) for these conditions.

The results of the studies performed here are summarised in Table 8. Several of the
studies (molecular diffusion, inflow boundary conditions, differential diffusion) show sen-
sitivity primarily in the near field. Previous work suggested that the modelling of mixing
is the cause of the overpredicted reaction progress downstream in PM1-150 and PM1-200
[10, 11], and the study of the value of CM in this work demonstrates a clear link between
the mixing model and the reaction progress in PM1-150. Furthermore, the variation of CM

is the only study in which the downstream fields are significantly affected. The study of the
combustion model is novel because, while reduced combustion models have been used in
the PPJB before [18], this is the first study to compare the reduced model directly to the
model with detailed chemistry.
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Table 8. Summary of model studies.

Methodology Study Conclusion

RANS-PDF Molecular diffusion Molecular diffusion is important in the near-field pilot–coflow
mixing region

RANS-PDF Boundary condition Heat loss is very important in the near field and slightly
important downstream

RANS-PDF Combustion model The FGM model is reliable for major species, 20% error for
CO and OH

LES-PDF Differential diffusion Small effect on CO, OH and H2 in the near field only
LES-PDF Value of CM Large values (around CM = 50) necessary in the downstream

region of PM1-150

Most future work in calculations of the PPJB ought to be devoted to determining a
more suitable scaling for the mixing frequency in LES-PDF calculations, and exploring
a framework for the RANS-PDF calculations where Cφ does not significantly alter the
scalar flux. Future studies ought to focus comparison on the regions of the flow which have
been most challenging to the models; the fuel consumption index shown in Figure 21 is
introduced to provide an efficient way to compare the quality of calculations. This figure,
which succinctly summarizes the calculations of the entire flame series, highlights the
remaining challenges that lie ahead in understanding these flames.

Since the mixing models are the greatest source of modelling uncertainty in these
and previous calculations, further experimental study focused on characterising the mixing
processes in these flames would be insightful. The most direct way to characterize the mixing
is to measure the conditional diffusion of chemical species, which then need to be compared
to the conditional diffusion obtained from each mixing model. Additionally, measurements
of the scalar dissipation rate of chemical species would be useful in a comparison to the
scalar dissipation rate implied by each mixing model.

One physical process which is entirely neglected in the models used here is radiative
heat transfer. This process has been studied before in flame PM1-200 [11], and it is shown
to have little effect on those calculations. An important item for future work is to assess
the sensitivity of these calculations to the modelling of radiation, and to compare this
sensitivity to the sensitivities observed in this study for the other aspects of modelling. The
high temperature of the pilot (2280 K) makes the pilot the part of the flow most likely to
exhibit significant effects due to radiative heat loss. In the flames with lower jet velocities
(i.e. PM1-50 and PM1-100), the pilot mixture fraction spreads less and the flame luminosity
is generally larger, so these flames are expected to have a greater amount of radiative heat
loss. This is a topic for further study that is more likely to improve the agreement between
the models and calculations of PM1-50 and PM1-100 than for PM1-150 and PM1-200,
based on the findings of this study and [11]. However, a thorough study must be performed
to show this convincingly.

Future calculations ought to seek improvement where the current calculations and previ-
ous calculations have shortcomings, that is, in predicting the fuel consumption in PM1-150
and PM1-200 at x/D values of 30 and beyond. It is emphasised here that the mixing mod-
els play a critical role in determining the reaction progress in these regions. A thorough
understanding of the sensitivity of each calculation to all aspects of the mixing models
ought to be demonstrated in future studies and compared to the sensitivities observed here.
While this work and the previously mentioned studies have all advanced the understanding
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646 D.H. Rowinski and S.B. Pope

of these flames and the performance of the models in these conditions, there still remains
work to be done in formulating a robust computational framework which performs well in
this interesting, challenging and practical combustion regime.
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Appendix A. Verification of molecular diffusion implementation
The simple model for molecular diffusion described in Section 2.3 is tested for proper implementation
using a series of basic test cases of increasing complexity. Each test consists of a two-stream laminar
mixing layer with distinct species mass fractions specified in each stream; the coordinate system,
density and diffusivity are varied among the tests to verify each component of the model. The
computational domain is of size (10D, 1D) in (x,r), or in (x, y) for the planar test case, with y being
the coordinate in the lateral direction. At the inflow plane, x/D = 0, the species mass fractions of
the first stream are specified from r/D = 0 to r/D = 0.5 (or y/D for the planar case), and beyond
r/D = 0.5, the species mass fractions of the second stream are specified. The velocity of each stream
is uniform at 1 m/s in the axial direction. The length scale D is defined to be 0.01 m.

Four test cases are considered, and are outlined in Table 4. The results from the test cases are
compared to solutions from the commercial CFD tool Fluent and to analytical solutions. Each solution
is investigated for sufficient numerical accuracy by varying the grid size, the number of particles per
cell, and the duration of time-averaging. The reported calculations are performed with 100 particles
per cell, and a grid size of 64×64, and the calculations are insensitive to numerical parameters greater
than these. The results of these verification tests are summarised in Figure 2, where lateral and radial
profiles of species mass fractions from test cases A, B, C and D are shown. The results from all the
test cases are found to be in good agreement with the results from other solution methods; next, the
effect of this model is examined in the calculations of the PPJB flames. These test cases show that
the model is implemented correctly, thus calculations of the PPJB flames can be performed.

Appendix B. Base case calculation results for all four flames
In this section, the results from the base case RANS-PDF and LES-PDF calculations are presented
for all four flames. This data is beneficial for making comparisons between these calculations and
those with other models. In the RANS-PDF calculations, molecular diffusion is included, chemistry
is modelled using detailed chemistry with the ARM-1 mechanism, and the heat loss in the coflow
is considered in the inlet boundary conditions. In the LES-PDF calculations, differential diffusion is
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Figure B1. Radial profiles of time-averaged mass-weighted mean (from top to bottom) temperature
and mass fractions of CH4, CO2, CO and OH for the base case calculations of flame PM1-50. The
axial location is indicated at the top of each column. Dashed grey line: RANS-PDF calculations;
solid line: LES-PDF calculations; lines with squares: experimental data [10].

not included, and the value of CM is five. The mean and RMS fields for each flame are presented
next.

B.1. PM1-50
Figures B1 and B2 show the mean and RMS fields, respectively, from the base case RANS-PDF and
LES-PDF calculations of PM1-50.

B.2. PM1-100
Figures B3 and B4 show the mean and RMS fields, respectively, from the base case RANS-PDF and
LES-PDF calculations of PM1-100.

B.3. PM1-150
Figures B5 and B6 show the mean and RMS fields, respectively, from the base case RANS-PDF and
LES-PDF calculations of PM1-150. Also included in these figures are the results from the LES-PDF
calculations with CM = 50.
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Figure B2. Radial profiles of time-averaged mass-weighted RMS (from top to bottom) temperature
and mass fractions of CH4, CO2, CO and OH for the base case calculations of flame PM1-50. The
axial location is indicated at the top of each column. The symbols are the same as in Figure B1.

B.4. PM1-200
Figures B7 and B8 show the mean and RMS fields, respectively, from the base case RANS-PDF and
LES-PDF calculations of PM1-200. In these calculations, the overprediction of the reaction progress
is clearly visible by the reduced fuel mass fraction, increased temperature, and increased CO2 mass
fraction downstream.
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Figure B3. Radial profiles of time-averaged mass-weighted mean (from top to bottom) temperature
and mass fractions of CH4, CO2, CO and OH for the base case calculations of flame PM1-100. The
axial location is indicated at the top of each column. The symbols are the same as in Figure B1.
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Figure B4. Radial profiles of time-averaged mass-weighted RMS (from top to bottom) temperature
and mass fractions of CH4, CO2, CO and OH for the base case calculations of flame PM1-100. The
axial location is indicated at the top of each column. The symbols are the same as in Figure B1.
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Figure B5. Radial profiles of time-averaged mass-weighted mean (from top to bottom) temperature
and mass fractions of CH4, CO2, CO and OH for the base case calculations of flame PM1-150. The
axial location is indicated at the top of each column. The symbols are the same as in Figure B1, and
the dashed black line shows calculations with CM = 50.
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Figure B6. Radial profiles of time-averaged mass-weighted RMS (from top to bottom) temperature
and mass fractions of CH4, CO2, CO and OH for the base case calculations of flame PM1-150. The
axial location is indicated at the top of each column. The symbols are the same as in Figure B5.
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Figure B7. Radial profiles of time-averaged mass-weighted mean (from top to bottom) temperature
and mass fractions of CH4, CO2, CO and OH for the base case calculations of flame PM1-200. The
axial location is indicated at the top of each column. The symbols are the same as in Figure B1.
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Figure B8. Radial profiles of time-averaged mass-weighted RMS (from top to bottom) temperature
and mass fractions of CH4, CO2, CO and OH for the base case calculations of flame PM1-200. The
axial location is indicated at the top of each column. The symbols are the same as in Figure B1.
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