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This work presents large eddy simulation/probability density function (LES/PDF) simulation results for
the Sandia/Sydney series of bluff-body stabilized CH4=H2 flames. Results are presented for the flames
HM1, HM2 and HM3, using the 19-species ARM2 reduced chemical mechanism, and comparison is made
with previous numerical simulations of the same flames. When compared to previous numerical studies
of these bluff-body flames, the present simulation shows considerable improvement, particularly in the
downstream regions of the flow. The simulations are shown to be sensitive to the treatment of heat trans-
fer to the bluff-body face, with better agreement in the temperature profiles achieved with the addition of
a Dirichlet temperature boundary condition.

� 2014 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
1. Introduction

In the study of computational methods for turbulent reactive
flows, the probability density function (PDF) chemistry modeling
approach [1] is highly effective, due to the fact that there is no need
for modeling of highly non-linear chemical source term [2]. In a
large eddy simulation/probability density function (LES/PDF) algo-
rithm [3], this advantage of the PDF chemistry model is coupled to
the advantages of LES codes, which need no modeling for the large
hydrodynamic scales which do not exhibit universal behavior [4].
As a result, modern LES/PDF codes are highly successful at simulat-
ing laboratory scale turbulent reactive flows [5,6,8,9,22].

In the present study, we apply a state of the art LES/PDF
algorithm to the Sandia/Sydney series of CH4=H2 bluff body
stabilized flames [11], in particular the flames HM1, HM2 and
HM3. These flames feature a hydrodynamically complex flow with
a recirculation region attached to the bluff body face – a stabiliza-
tion mechanism used in many technical applications – and local
extinction for the cases HM2 and HM3. These features make the
Sandia/Sydney bluff body flames both physically relevant and a
natural application for an LES-based simulation, as opposed to a
Reynolds-averaged Navier–Stokes-based solution.
The Sandia–Sydney bluff body series of flames, especially HM1,
have previously been simulated by a variety of computational
methods. Reynolds-averaged Navier–Stokes/Probability Density
Function (RANS/PDF) solutions, using detailed chemistry (all the
species in the chemical mechanism are tracked independently,
subject to conservation of chemical elements), have been per-
formed by Liu et al. [12] and Merci et al. [13]. A variety of large
eddy simulation solutions exist, with chemistry modeling provided
either via a steady-state flamelet model in the LES code, used by
Kempf et al. [14], the direct quadrature method of moments used
by Raman et al. [9], or via a particle probability density function
(PDF) method, similar to the one used in the present study, either
with detailed chemistry such as in the study of James et al. [15], or
with a two-dimensional PDF sample space, consisting of mixture
fraction and a reaction progress variable, in the work of Raman
et al. [16,9].

Of the above mentioned works, [12] and [13] are the only ones
which have performed simulations for the higher velocity flames
HM2 and HM3 – the rest yield results for HM1 only. Previous
researchers have found that the agreement with experimental data
is best for the flame HM1, and deteriorates progressively for the
faster flames HM2 and HM3, and also that the agreement is worse
for locations which are far downstream in the axial direction.

In the present work, we perform LES/PDF simulations of the
bluff body flames with reduced chemistry, using the ARM2
chemical mechanism, and compare our results with those of Liu
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Fig. 1. Mean velocity plots for the HM1e simulation. Left: radial plots of the Favre-averaged axial velocity at three different axial locations: x ¼ 0:2DB; x ¼ 0:6DB , and
x ¼ 1:4DB . Right: plots of the Favre-averaged radial velocity at the same locations. As noted in the text, the LES/HPDF profiles are scaled by a factor of 108=118, in order to
account for the velocity difference between flames HM1 and HM1e.
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Fig. 2. RMS velocity plots for the HM1e simulation. Left: radial plots of the root-mean-square of axial velocity fluctuations at three different axial locations:
x ¼ 0:2DB; x ¼ 0:6DB , and x ¼ 1:4DB . Right: plots of the root-mean-square of axial velocity fluctuations at the same locations. As noted in the text, the LES/HPDF profiles are
scaled by a factor of 108=118, in order to account for the velocity difference between flames HM1 and HM1e.
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Fig. 3. Radial plots of the Favre-averaged mixture fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM1 simulation.
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Fig. 4. Radial plots of the root-mean-square of mixture fraction fluctuations at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM1 simulation.
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Fig. 5. Radial plots of the Favre-averaged temperature at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM1 simulation, with and without the temperature
boundary condition at the bluff-body face plate.
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et al. [12] and Merci et al. [13], as well as with the LES/PDF results
of Raman et al. [16], which for the HM1 case yield best agreement
with experiment among the studies listed above. As we shall see,
the new computational results show considerable improvement
over these previous studies, especially in the downstream regions
of the domain.

The rest of this paper is organized as follows: in Section 2 we
describe the equations governing the LES/PDF procedure used in
the present study. Simulation details are provided in Section 3,
and the simulation results are presented and discussed in Section 4.
Finally, in Section 5 we draw conclusions from the present set of
simulation and their comparison to previous numerical results.
2. Equations solved by the LES/HPDF code

The LES/HPDF code used to simulate the bluff-body flame con-
sists of two components: a finite volume (FV) LES code, based on a
standalone-LES algorithm described by Pierce and Moin [17] and
Raman et al. [16], and a Lagrangian particle PDF code, described
by Wang and Pope [22]. The LES component of the LES/HPDF code
solves the continuity and momentum equations
@q
@t
þ @q

~uj

@xj
¼ 0 ð1Þ
@ q~uj
� �
@t

þ @ðq
~ui~ujÞ
@xi

¼ � @p
@xj
þ 2

@

@xi
q em þ emTð Þ eSij �

1
3
eSkkdij

� �� �
; ð2Þ

where p and q are the LES resolved pressure and density, ~uj; em andeD the Favre-averaged resolved velocity, molecular viscosity and
molecular diffusivity, eSij is the resolved strain rate, and emT and eDT

are the turbulent viscosity and diffusivity, respectively. The molec-
ular viscosity and diffusivity are evaluated by the power law

em ¼ m0

eT
300K

 !1:69

;
emeD ¼ r; r ¼ 0:82; m0 ¼ 1:42� 10�5 m2

s

� �
;

ð3Þ

where the exponent in the power law is based on a curve fit to a
CHEMKIN laminar flame calculation [22], and m0;r are based on
the properties of a stoichiometric fuel/air mixture at 300 K.
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Fig. 6. Radial plots of the Favre-averaged CO mass fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM1 simulation.
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The turbulent viscosity and diffusivity are evaluated by the
Dynamic Smagorinsky procedure, with D denoting the filter size
(equal to the grid cell size) [19,17,18]. The LES component of the
code also evaluates the scalar mixing frequency, X, defined as

X ¼ C/

eDT þ 2eD
D2 ; ð4Þ

which is used to model mixing in the PDF code, by the IEM proce-
dure, with the mixing constant C/ ¼ 2:0.

The PDF code advances the chemical compositions. In particu-
lar, we use /a to denote the composition vector, which in the
present work consists of the specific moles of the 19 species in
the ARM2 chemical mechanism, with the addition of enthalpy.
Then, using wa to denote points in the sample space of the compo-
sition vector /a, and using f w; x; tð Þ to denote the mass-weighted
PDF of chemical compositions, conditional on the resolved velocity
field [10,20], the modeled evolution equation for f w; x; tð Þ has the
form

@f
@t
þ @

@xi
f ~uið Þ ¼ @

@xi

eDT
@f
@xi

� �
þ @

@wa
fX wa � ~/a

� 	� 	
� @

@wa
f

1
�q
@

@xi
�qeD @~/a

@xi

 ! !
þ @

@wa
fSa wð Þð Þ; ð5Þ

where the terms on the right hand side of Eq. (5) are, in order,
turbulent diffusion using the turbulent diffusivity hypothesis,
turbulent mixing using the IEM mixing model [24], molecular
diffusion, the reaction source term.

The evolution of Eq. (5) is calculated via a Monte Carlo approx-
imation [1], in order to avoid discretization in a high-dimensional
space. The properties of an ensemble of Lagrangian particles are
initialized throughout the computational domain and evolve by
the following set of stochastic differential equations (SDEs):
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Fig. 7. Radial plots of the Favre-averaged CO2 mass fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM1 simulation.
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dX�j ¼ euj þ
1
q

@ qeDT
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d/�a ¼ �X� /�a � e/�a� 	
dt þ 1

q
@

@xj
qeD @e/a

@xj

 !" #�
dt þ Sa /�ð Þdt: ð7Þ

where the term dW�
j in Eq. (6) denotes a Wiener increment, and the

three terms on the right hand side of Eq. (7) denote respectively
turbulent mixing (in this case represented by the IEM model), molec-
ular diffusion, and chemical reaction [21]. The superscript ⁄ in Eqs. (6)
and (7) is used to denote particle-based quantities. In the absence of
numerical errors, the evolution of the mass-weighted PDF of the par-
ticle ensemble is identical to Eq. (5), which is the PDF chemistry
model which we aim to approximate numerically.

More details on the LES and PDF algorithms, and on their
coupling, can be found in [17,22,23].
3. Simulation details

The Sandia–Sydney Bluff-Body flames HM1, HM2 and HM3 con-
sist of a fuel jet of diameter 3.6 mm inside a bluff body of diameter
50 mm, itself located inside a square wind tunnel with sides of
150 mm. The fuel is CH4:H2 in 1:1 molar ratio, the coflow is air,
and both fuel and coflow are at a temperature of 300 K. In all cases,
the coflow bulk velocity is 40 m/s, and the fuel jet bulk velocity is
118 m/s for the flame HM1, 178 m/s for the flame HM2, and 212 m/
s for HM3; these fuel jet velocities correspond to 50%, 75% respec-
tively 90% of the blowoff velocity [11].

The computational domain for the present simulation is
x 2 0;20RB½ �; r 2 0;3:39RB½ �, where RB is the bluff-body radius, and
r ¼ 3:39RB corresponds to a hydraulic diameter equal to that of
the square wind tunnel. The grid size is 192� 128� 96 in x; r; h
cylindrical coordinates – of the 128 cells in the radial direction,
85 discretize the bluff-body, 15 discretize the jet, and 28 discretize
the coflow (the grid cell spacing in the radial direction increases
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Fig. 8. Radial plots of the Favre-averaged NO mass fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM1 simulation.
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considerably past r ¼ RB). Simulations are run for 30,000 time steps
of length 6� 10�6 s each, which corresponds to 14:5 flow-through
times based on the coflow velocity; the number of particles per cell
is set to 40.

The 19-species reduced chemical mechanism ARM2 [7] is used
to model chemistry; this mechanism has previously been used suc-
cessfully by Liu et al. [12] for RANS/PDF simulations of the same
series of flames. In Situ Adaptive Tabulation (ISAT) [25] is used
for speedup of the chemical reaction calculations.

The velocity inlet boundary conditions for the fuel jet and the
coflow are determined from an incompressible pipe flow simula-
tion, with the pipe having either a circular or an annular cross sec-
tion, for the jet and coflow, respectively. No-slip boundary
conditions are enforced on the bluff-body surface and on the radial
boundary of the cylindrical domain (r ¼ 3:39RB). We shall test two
separate temperature boundary conditions for the bluff-body face.
The first assumes that the bluff-body face is adiabatic, analogously
to the simulations of Liu et al. [12], Merci et al. [13], and Raman
et al. [16]; an optional Dirichlet temperature boundary condition
has also been implemented by setting the temperature of all parti-
cles up to half a grid cell downstream axially from the bluff body to
the mean bluff-body temperature measured from experimental
data (respectively 953 K, 1007 K and 1050 K for the HM1, HM2
and HM3 flames). As we shall see in the next section, the inclusion
of this boundary condition gives an improvement in the accuracy
of temperature profiles close to the bluff-body over simulations
without it, in which the bluff-body surface is adiabatic.

We note that the present simulation does not resolve the near-
wall region, or use wall functions for heat transfer to the bluff-body
face, and hence the Dirichlet temperature boundary condition
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Fig. 9. Radial plots of the Favre-averaged OH mass fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM1 simulation.
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described above is equivalent to taking the thermal resistance of
the unresolved near wall-region to be zero. On the other hand,
the standard adiabatic temperature boundary condition used in
previous studies is equivalent to infinite thermal resistance in
the near wall-region. These two boundary conditions, therefore,
bound the actual thermal resistance of the near-wall region from
above and below; as we shall see, in the present simulation the
temperature profile yields better agreement with experiment
when the Dirichlet boundary condition is used.
4. Results and discussion

In this section, we present results for the bluff-body flames.
Statistics are calculated over the second half of the simulation time
interval, at which point the flow is statistically stationary;
statistical averaging is performed in time and in the h direction.
Comparison to experimental data is made and, wherever the data
are available, previous computational results by Raman et al.
[16], Liu et al. [12], and Merci et al. [13] have been included. The
simulation from Merci et al. which is used for comparison here is
the one with the EMST mixing model and C/ ¼ 1:5, whose
Favre-averaged profiles give the best agreement with experimental
data. For the flame HM1, we make a comparison between the tem-
peratures obtained using the imposed temperature boundary con-
dition discussed in the previous section, and those obtained
without it (which imply that the bluff-body face is adiabatic).
Unless otherwise specified, the results presented are from a simu-
lation with the imposed temperature at the bluff-body face.
4.1. Results for flame HM1

Figure 1 shows radial plots of Favre-averaged axial and radial
velocity at three different axial locations, x=DB ¼ 0:2; x=DB ¼ 0:6
and x=DB ¼ 1:4. Here, the results are scaled by a factor of 108/
118, in order to provide a valid comparison with the experimental
velocity data provided by previous numerical studies, which are
reported for the slightly slower flame HM1e, whose jet velocity is
108 m/s instead of 118 m/s for flame HM1. As we can see, all sim-
ulations give a good prediction of the mean axial velocity, with the
exception of that of Merci et al., which considerably overpredicts
the axial velocity close to the centerline for x=DB ¼ 0:6. The radial
velocity plots show greater sensitivity to the simulation, and the
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Fig. 10. HM1 scatter plots of temperature plotted against mixture fraction, in the range n 2 ½0;0:2�, for the axial locations x ¼ 0:6DB and x ¼ 0:9DB . Conditional means are
marked by the gray curve with circular symbols, and laminar flamelet temperatures are marked by the solid black curve. Top: experimental results. Bottom: LES/HPDF
calculations.
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agreement between simulations and experiment is worse here,
especially at x=DB ¼ 1:4, where the two RANS/PDF calculations
(Liu et al. and Merci et al.) underpredict the mean radial velocities
by as much as 4 m/s around r ¼ 10 mm. The LES calculations – that
of the present study and that of Raman et al. – yield a better pre-
diction of the mean radial velocity at that location, which is to be
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expected due to the advantages of LES over RANS in simulating
more hydrodynamically complex flows, such as the present bluff-
body flame. It should also be noted that the mean velocity profiles
yielded by the two LES calculations are in close agreement with
each other, which can be explained by the fact that both are based
on the same incompressible LES solver and turbulence modeling
described in Pierce and Moin [17], and that the grid resolution is
similar in the two studies (Raman et al. use a 256� 128� 32 grid).

Figure 2 shows radial plots of the root-mean-squares (RMS) of
the axial and radial velocity fluctuations at the same axial
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locations: here, the RMS values are calculated based on the
resolved velocity only. Again, the results are scaled by a factor of
108/118. Here the main difference between simulations and exper-
iment is in the prediction of peak values of the rms velocity close to
the centerline – at x=DB ¼ 0:2, the present simulation is in good
agreement with the experimental rms axial velocity. At
x=DB ¼ 1:4, all simulations underpredict the rms axial velocity for
r < 5 mm and the rms radial velocity for r < 10 mm.

Figures 3 and 4 show radial profiles of the Favre-averaged
mixture fractions, and the RMS of its fluctuations respectively.
Unlike the velocity RMS values, the mixture fraction RMS
includes the contributions of both the resolved and residual mix-
ture fraction fields. The present calculation is in generally in
good agreement with experimental data at all axial locations –
the same can be said of Raman et al.’s results. We note that
the present simulation overpredicts the mean mixture fraction
at the upstream locations x=DB ¼ 0:26;0:6, for r > RB, where its
mean mixture fraction drops off to zero more slowly than the
experimental data and the other calculations. This is most likely
due to insufficient resolution in the outer shear layer, and as we
shall see shortly, has an effect on the scalar profiles. While these
discrepancies appear to be small, it should be appreciated that
they appear around the stoichiometric mixture fraction,
nst � 0:052. Consequently, the impact on species may be more
substantial, as is evident from the profiles of OH mass fraction
presented below.

As we can see on Fig. 4, similarly to the results for RMS of veloc-
ity fluctuations, the RMS of mixture fraction is hardest to predict
correctly close to the centerline, for r < 10 mm, where the present
simulation overpredicts the experimental data in the middle axial
locations x=DB ¼ 0:9;1:3; our results also underpredict the peak
RMS at x=DB ¼ 2:4.

Figure 5 shows radial profiles of Favre-averaged temperature.
Here, we can see the effect of the temperature boundary condition
on the bluff-body face: with the imposed experimentally measured
temperature of 953 K, the temperature profiles at the upstream
locations of x=DB ¼ 0:26; 0:6 are in much better agreement with
experimental data, whereas without it the experimental data is
overpredicted, by as much as 200 K at x=DB ¼ 0:6.

We note that there is still considerable room for improvement
in the present results. In particular, the temperature profiles at
x=DB ¼ 0:9;1:3 have large gradients near r ¼ 15 mm, unlike the
experimental data and the other calculations. Also, at the upstream
locations x=DB ¼ 0:26;0:6;0:9, the drop of the temperature profile
from its peak to the coflow value is slower than that of experimen-
tal data and the other calculations, most likely due to the more
gradual drop in mean mixture fraction mentioned earlier. There-
fore, it is expected that the agreement with experiment will be
improved further by increased grid resolution at the outer shear
layer.

Radial profiles of Favre-averaged CO mass fraction are shown on
Fig. 6. Here again, we can see the slower decrease in our simulation
from the peak to the coflow value past r ¼ 25 mm. Also, at
x=DB ¼ 2:4 the peak of CO mass fraction is shifted from
r ¼ 10 mm in the experimental data to r ¼ 5 mm. Upstream, at
x=DB ¼ 0:26, both our simulation and that of Liu et al. are in good
agreement with the peak CO mass fraction, whereas the calculation
of Raman et al. underpredicts it by about 1% mass fraction; from
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here on, when discussing differences in mass fraction values, we
shall use the abbreviation MF to denote absolute values. For exam-
ple, if we have an experimental value is 8%MF, and a computed
value is 6%MF, we will either say that the computed value under-
predicts experiment by 2%MF, or that it underpredicts experiment
by 25%, the latter denoting relative differences.
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Figure 7 shows radial profiles of Favre-averaged CO2 mass frac-
tion. The LES/HPDF calculation is generally in good agreement with
the experiment, although the peak of the profile is consistently
underpredicted by about 0:5%MF.

Radial profiles of NO are shown on Fig. 8: here we see some
overprediction of the experimental results.

Finally, Fig. 9 gives radial profiles of Favre-averaged OH mass
fraction. We see good agreement with experiment at most loca-
tions, with the exception of x=DB ¼ 0:6, where the present calcula-
tion gives a profile which is more spread out, and underpredicts
the peak OH mass fraction by 0:6%MF.

Figures 10 and 11 show, for the axial locations x=DB ¼ 0:6;0:9
and x=DB ¼ 1:3;1:8 respectively, scatter plots of temperature vs.
mixture fraction, for the mixture fraction interval n 2 ½0;0:2� which
includes the stoichiometric value of n ¼ 0:052. For the reader’s ref-
erence, a laminar flamelet profile is also shown, calculated via
CHEMKIN’s OPPDIF module, using the ARM2 chemical mechanism
and a strain rate of 30 s�1. Note that there appears to be local
extinction at the location x=DB ¼ 0:6. This is in fact inert mixing
in the outer shear layer, as pointed out by Liu et al. and De Meester
et al.[26]: for the LES/HPDF calculation, all the data points in the
low temperature band lie in the region r=RB > 0:94. The agreement
of the LES/HPDF conditional means to those of the experiment is
good, with the exception that the present simulation does not cap-
ture the sharp decrease in the conditional mean between the stoi-
chiometric point and n ¼ 0:07. We should note that Liu et al. [12],
and Merci et al. [13] also provide temperature scatter plots at some
of these locations, which cannot be reproduced for comparison
here.

Contour plots of resolved axial velocity and temperature (with
and without the temperature Dirichlet boundary condition) at
the end of the simulation are provided on Figs. 12–14 respectively.
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Fig. 18. Radial plots of the Favre-averaged CO mass fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM2 simulation.
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Due to the hydrodynamically complex nature of the bluff-body
flow, with vortex shedding at both shear layers, we can see that
the instantaneous velocity and temperature fields are considerably
more complex than what is suggested by the Favre-averaged radial
plots. Also, a comparison of Figs. 13 and 14 illustrates the signifi-
cant effect of the bluff-body temperature boundary condition on
the upstream temperature field.

4.2. Results for flame HM2

In this subsection, we present results for flame HM2, and make
a comparison with experimental data and the calculations of Liu
et al. and Merci et al.

A comparison of mean and RMS mixture fractions can be seen
on Figs. 15 and 16, respectively. Similarly to the HM1 case, the
LES/HPDF mean mixture fraction is generally in good agreement
with experiment, again with the exception of a slower decrease
to the coflow value past r ¼ 25 mm and some underprediction of
the experimental data for x=DB ¼ 1:8;2:4; r < 10 mm.

On the RMS mixture fraction plots (Fig. 16), we again see that
the largest differences between simulations and experiment are
in the peak RMS values close to the centerline. These are well cap-
tured by the LES/HPDF calculation and that of Merci et al.

Radial profiles of Favre-averaged temperature are shown on
Fig. 17. On the two upstream plots of x=DB ¼ 0:26 and 0:6 we see
that the LES/HPDF profile is in good agreement with experimental
data. At x=DB ¼ 0:9 and 1:3, the agreement between LES/HPDF and
experiment is somewhat poorer, with the location of the peak tem-
perature closer to the centerline. Downstream, at x=DB ¼ 1:8 and
2:4 there is again good agreement with experiment. We note again
the presence in the LES/HPDF simulations of the artifacts seen in
the HM1 results, namely a slower decrease of the profile past
r ¼ 25 mm for the upstream locations, and a high gradient near
r ¼ 10 mm for the x=DB ¼ 0:9 profile.
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Fig. 19. Radial plots of the Favre-averaged CO2 mass fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM2 simulation.
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Figure 18 shows radial profiles of mean CO mass fraction. Here,
we see that both simulations – LES/HPDF and that of Liu et al. – are
in good agreement with experimental data.

Radial profiles of the mean CO2 mass fraction are shown on
Fig. 19. Similarly to the HM1 case, the LES/HPDF simulation is in
good agreement with the experiment – the peak mass fraction is
underpredicted by about 1%MF at the first three locations, and
overpredicted by approximately 0:5%MF at x=DB ¼ 1:3 and
x=DB ¼ 1:8.

Mean NO mass fraction profiles are shown on Fig. 20. The most
significant difference from the results for the HM1 case is that both
simulations accurately predict the experimental results at
x=DB ¼ 0:26. Similarly to the HM1 case, at the x=DB ¼ 0:6 and
x=DB ¼ 0:9 locations, the LES/HPDF simulation somewhat
overpredicts experimental results, by up to 20% of the experimen-
tal value.
Finally, OH mass fractions are shown on Fig. 21. Here, we see
that for the upstream locations x=DB ¼ 0:26;0:6 and 0:9, the LES/
HPDF profiles correctly capture the peak OH mass fractions, but
are more spread out in the radial direction, and again, the decrease
past r ¼ 25 mm is slower.

Scatter plots of temperature vs. mixture fraction are shown on
Figs. 22 and 23, for the axial locations x=DB ¼ 0:6;0:9 and
x=DB ¼ 1:3;1:8 respectively. At x=DB ¼ 0:6, the temperature
variation near the stoichiometric point is significantly lower in
the LES/HPDF simulation than in the experiment, and the experi-
mentally measured maximal temperatures (up to 2400 K) are con-
siderably underpredicted – the LES/HPDF maximum is 2250 K.
Apart from the location x=DB ¼ 0:6, the agreement of the LES/HPDF
simulation with experimental data is good, both in the conditional
means and in the fact that the present simulation features consid-
erable local extinction at x=DB ¼ 1:8, similarly to the experimental
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Fig. 20. Radial plots of the Favre-averaged NO mass fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM2 simulation.
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data, though above n ¼ 0:1 the lower bound of the experimental
scatter plot is overpredicted by up to 150 K. Similarly to the HM1
case, the sharp decrease in the conditional mean from the stoichi-
ometric point to n ¼ 0:07 is not replicated in the LES/HPDF
simulation.

4.3. Results for flame HM3

In this subsection, we present results for flame HM3, and make
a comparison with experimental data.

A comparison of mean and RMS mixture fractions can be seen
on Figs. 24 and 25, respectively. Similarly to the HM1 and HM2
cases, the LES/HPDF mean mixture fraction is generally in good
agreement with experiment, again with the exception of a slower
decrease to the coflow value past r ¼ 25 mm and some underpre-
diction of experiment for x=DB ¼ 1:8 and 2:4; r < 10 mm.
On the RMS mixture fraction plots (Fig. 25), we again see that
the largest differences between simulations and experiment are
in the peak RMS values close to the centerline. These are well cap-
tured by the LES/HPDF calculation and that of Merci et al.

Radial profiles of Favre-averaged temperature are shown on
Fig. 26. On the upstream plot of x=DB ¼ 0:26 we see that the LES/
HPDF profile underpredicts the experimental data. At x=DB ¼ 0:6
both LES/HPDF and the calculations of Liu et al. are in good agree-
ment with experiment. In the two intermediate axial locations LES/
HPDF and Liu et al. are again in good agreement with experiment.
Unlike in the HM1 and HM2 cases, the LES/HPDF profile loses some
of its accuracy downstream, overpredicting the peak temperature
value by 100 K at x=DB ¼ 1:8 and by 150 K at x=DB ¼ 2:4.

Figure 27 shows radial profiles of mean CO mass fraction. Here,
we see that both simulations – LES/HPDF and that of Liu et al. – are
in good agreement with experimental data downstream. At the
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Fig. 21. Radial plots of the Favre-averaged OH mass fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM2 simulation.

3120 P.P. Popov, S.B. Pope / Combustion and Flame 161 (2014) 3100–3133
two upstream locations, the LES/HPDF simulation overpredicts
experimental data by as much as 1%MF, and the simulation of
Liu et al., which overpredict experiment by as much as 5%MF.

Mean CO2 mass fraction profiles are shown on Fig. 28. At
x=DB ¼ 1:3 and downstream from that location, the results are sim-
ilar to the HM1 and HM2 cases – LES/HPDF slightly overpredicts
the experimental profile, by up to 10% of the experimental values,
whereas Liu et al. are in good agreement with experiment for
r > 10 mm but considerably overpredict experimental values close
to the centerline. At the three upstream locations, particularly at
x=DB ¼ 0:26, the agreement, for both the present simulation and
Liu et al., is poorer than in the HM1 and HM2 cases: in particular,
the LES/HPDF simulation underpredicts experiment by up to 1%MF
at x=DB ¼ 0:26.

Figure 29 shows radial profiles of mean NO mass fractions.
Again, the agreement of the LES/HPDF simulation with experimen-
tal data is poorer than that in the HM1 and HM2 cases, with the
computational values overpredicting experiment by a factor of
more than 2 downstream.

Radial profiles of mean OH mass fractions are shown on Fig. 30.
Again, the agreement of the LES/HPDF results with experiment is
not as good as in the HM1 and HM2 cases, particularly at
x=DB ¼ 1:8;2:4 where the LES/HPDF profile overpredicts the peak
OH mass fraction.

Scatter plots of temperature vs. mixture fraction are shown on
Figs. 31 and 32, for the axial locations x=DB ¼ 0:6;0:9 and
x=DB ¼ 1:3;1:8 respectively. Similarly to the HM2 case, the maxima
on the temperature scatter plot for x=DB ¼ 0:6 are underpredicted in
the LES/HPDF simulation, although the discrepancy at the stoichi-
ometric point is not quite as pronounced. We can observe significant
local extinction at x=DB ¼ 0:9;1:3 and 1:8. The agreement in the con-
ditional means is good at x=DB ¼ 0:6 and x=DB ¼ 0:9, but deterio-
rates somewhat at x=DB ¼ 1:8, where the LES/HPDF conditional
means around n ¼ 0:07 overpredict experiment by up to 100 K,
and the local extinction is somewhat underpredicted. We note that
experimental conditional means are not shown for x=DB ¼ 1:3
because they are not present in the experimental data set.

4.4. Further discussion

From the results presented in the above two subsections, we see
that the LES/HPDF simulations of the flames HM1, HM2 and HM3
are in very good agreement with experiment, with the exception
of the upstream locations past r ¼ 25 mm, where the LES/HPDF
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profiles decrease to the coflow values more slowly than the exper-
imental data, most probably due to insufficient resolution in the
outer shear layer. The LES/HPDF results are also a considerable
improvement over other simulations of the same flames, especially
at the downstream locations of x=DB ¼ 1:8 and 2:4.

In particular, the current LES/HPDF simulation, as well as that of
Raman et al., agree well with experimentally-measured mean
velocity values, whereas the RANS/PDF simulations of Merci et al.
and Liu et al. underpredict the mean and variance of radial velocity
downstream. The present results provide more accurate values of
the mean and rms of the mixture fraction downstream, which is
reflected in better agreement in the other scalar variables down-
stream: while Liu et al.’s profiles have their maxima shifted toward
the centerline, the LES/HPDF results match the location of the
experimental maxima. The considerable overprediction by Liu
et al. of NO values, as well as OH values downstream, has been
reduced. The present simulation has similar agreement with exper-
iment as that of Raman et al., but it should be pointed out that the
latter presents results for the flame HM1 only, which is the least
challenging of the three cases. With respect to the results of Merci
et al., our simulation yields an improvement in that the tempera-
ture profiles at x=DB ¼ 0:6 accurately match experimental
measurements for flames HM2 and HM3, whereas there is consid-
erable underprediction in Merci et al.’s results. With respect to the
previous computational studies by Liu et al. and Merci et al., which
employed the RANS/PDF procedure, it is not surprising that the
present LES/PDF method gives an improvement, since the
bluff-body flame if hydrodynamically complex and the LES proce-
dure can more accurately predict mixing in the recirculation
region.

As can be seen on the scatter plots of temperature vs. mixture
fraction, the present simulation is able to capture the local extinc-
tion in the HM2 and HM3 cases, although the amount of local
extinction is somewhat underpredicted in the downstream regions
of the HM3 case. Nevertheless, the local extinction of flame HM3 is
captured in the LES/HPDF calculation much better than in previous
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Fig. 29. Radial plots of the Favre-averaged NO mass fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM3 simulation.

3128 P.P. Popov, S.B. Pope / Combustion and Flame 161 (2014) 3100–3133
simulations: in particular, both the simulations of Liu et al. and the
EMST simulations of Merci et al. considerably underpredict the
amount of local extinction in the flames HM2 and HM3. For the
flame HM2, another simulation reported in Merci et al., using a
modified Curl’s mixing model [13], yields scatter plots in better
agreement with experimental data (in particular, the local extinc-
tion at x=DB ¼ 1:8 for the HM2 case is well-predicted), but gives
more inaccurate mean field results, and cannot produce a stable
burning solution for the HM3 case.

The consequences of the improved prediction of local extinction
can be observed on Fig. 33, which plots the progression from flame
HM1 to HM3, as given by experimental data, and as predicted by
the present simulation and that of Liu et al. We can see that the
experimental data indicates a sharp decrease in temperature at
x=DB ¼ 0:9 from HM2 to HM3, as well as a progressive decrease
in temperature from HM1 to HM2 to HM3 at the downstream loca-
tions x=DB ¼ 1:3; x=DB ¼ 1:8 and x=DB ¼ 2:4. These trends are
approximated well by the LES/HPDF calculation, but not so much
by that of Liu et al.
An important avenue for improvement in the present LES/HPDF
computational code lies in better implementation of wall boundary
conditions on the bluff-body face. As seen on the plot of tempera-
ture profiles of the flame HM1, the Dirichlet boundary condition on
temperature yields accurate profiles upstream, whereas an adia-
batic boundary condition leads to overprediction of the tempera-
ture profiles. The Dirichlet boundary condition, however, is not
predictive, as it requires the use of experimentally-measured val-
ues for the bluff-body face temperature. This can be rectified by
modifying the LES/HPDF code to calculate radiative heat transfer
from the bluff-body face.

Beyond modification of the wall boundary condition for tem-
perature, further improvements in the LES/PDF procedure will
depend on the nature of the particular flames that are to be stud-
ied, and what physical processes are significant in such flames: for
example, in flames where radiation has a significant effect [27],
additional features will need to be added to the code to treat this
process. Additional directions for further LES/PDF research may
include treatment of multiphase flow [28] and soot formation.
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Fig. 30. Radial plots of the Favre-averaged OH mass fraction at six axial locations, from x ¼ 0:26DB to x ¼ 2:4DB , for the HM3 simulation.

P.P. Popov, S.B. Pope / Combustion and Flame 161 (2014) 3100–3133 3129



0 0.05 0.1 0.15 0.2

400

600

800

1000

1200

1400

1600

1800

2000

2200

ξ

T 
(K

)

Expt.,x/D = 0.6

0 0.05 0.1 0.15 0.2

400

600

800

1000

1200

1400

1600

1800

2000

2200

ξ

T 
(K

)

Expt.,x/D = 0.9

0 0.05 0.1 0.15 0.2

400

600

800

1000

1200

1400

1600

1800

2000

2200

ξ

T 
(K

)

LES/HPDF,x/D = 0.6

0 0.05 0.1 0.15 0.2

400

600

800

1000

1200

1400

1600

1800

2000

2200

ξ

T 
(K

)

LES/HPDF,x/D = 0.9

Fig. 31. HM3 scatter plots of temperature plotted against mixture fraction, in the range n 2 ½0;0:2�, for the axial locations x ¼ 0:6DB and x ¼ 0:9DB . Conditional means are
marked by the gray curve with circular symbols, and laminar flamelet temperatures are marked by the solid black curve. Top: experimental results. Bottom: LES/HPDF
calculations.

3130 P.P. Popov, S.B. Pope / Combustion and Flame 161 (2014) 3100–3133
5. Conclusions

The Sandia–Sydney bluff-body flames have been simulated with
a new LES/PDF algorithm, called LES/HPDF, developed by Cornell
University’s Turbulence and Combustion Group. Using the skeletal
ARM2 chemical mechanism, the computational results are in very
good agreement with experiment. A notable exception to this is
in the outer shear layer close to the bluff-body, where the
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LES/HPDF-calculated scalars converge to the coflow value more
slowly than experimental data and other computational results;
additionally the NO mass fractions are generally overpredicted,
especially downstream in the HM3 flame, but the agreement with
experiment is still considerably better than in previous work. Over-
all, the present calculations are a substantial improvement on
previous computational studies of the same flame, with better pre-
diction of the local extinction in flames HM2 and HM3. It is seen
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that the simulation is sensitive to the treatment of heat transfer to
the bluff body face, and better agreement of the temperature
profiles with experiment is seen with the implementation of
a Dirichlet temperature boundary condition which enforces
the experimentally-observed mean temperature on the bluff-body
face.
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