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The joint velocity–scalar filtered mass density function methodology is employed for large eddy simulation of

SandiaNational Laboratories’flameD.This is a turbulent piloted nonpremixedmethane jetflame. In velocity–scalar

filtered mass density function, the effects of the subgrid-scale chemical reaction and convection appear in closed

forms. The modeled transport equation for the velocity–scalar filtered mass density function is solved by a hybrid

finite difference/Monte Carlo scheme. For this flame, which exhibits little local extinction, a flamelet model is

employed to relate the instantaneous composition to mixture fraction. The simulated results are assessed via

comparison with laboratory data and show favorable agreements.

Nomenclature

a = flamelet strain rate, 1/s
C0 = model constant
C� = model constant
C� = model constant
cp� = constant pressure specific heat for species �, J=kg � K
D = nozzle diameter, m
G = filter function
h = enthalpy, J/kg
h0� = enthalpy of formation, J/kg
J�j = scalar flux for species � in j direction, kg=m2 � s
k = subgrid kinetic energy, m2=s2

M� = molecular weight of species �, kg=kmol
NE = number of computational particles within an ensemble

domain
Ns = number of species
Pr = Prandtl number
PL = velocity–scalar filtered mass density function, kg
p = pressure, Pa
Q = transport variable
R = mixture gas constants, J=kg � K
Re = Reynolds number
R0 = universal gas constant, J=mol � K
r = radial coordinate, m
S� = chemical reaction source terms, 1/s
Sc = Schmidt number
T = temperature, K
T0 = reference temperature, K

T 0 = integration dummy variable, K
t = time, s
Ucl = mean axial velocity at centerline, m/s
U�i = probabilistic representations of velocity vector, m/s
u = Eulerian velocity, m/s
ui = velocity vector, m/s
VE = volume of ensemble domain, m3

v = sample space variable corresponding to velocity
W = Wiener process, s

1
2

X�i = probabilistic representations of position, m
x = Cartesian coordinate, m
x = Cartesian coordinate, m
x0 = integration dummy variable, m
Y = mass fraction
Y� = species � mass fraction
y = Cartesian coordinate, m
z = Cartesian coordinate, m
� = mass molecular diffusivity coefficient, m2=s
� = thermal diffusivity coefficient, kg=m � s
�L = large eddy simulation filter size, m
�x = grid spacing in x direction, m
�y = grid spacing in y direction, m
�z = grid spacing in z direction, m
� = Dirac delta function
� = dissipation rate, m2=s3

� = fine-grained density
� = absolute viscosity, kg=m � s
� = density, kg=m3

	ij = viscous stress tensor, N=m2

	L = subgrid-scale correlations
� = composition vector
�� = scalar �
��� = probabilistic representations of scalar variables
 = sample space variable corresponding to scalar
! = subgrid-scale mixing frequency, 1/s

I. Introduction

T HE filtered density function (FDF) [1–3] is now regarded as one
of themost effectivemeans of conducting large eddy simulation

(LES) in turbulent combustion. In its initial form, the marginal
scalar FDF (SFDF) [4] and its mass-weighted scalar filtered mass
density function (SFMDF) [5] provided the first demonstration of a
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transported FDF in reacting flows. The primary advantage of SFDF
(SFMDF) is that it accounts for the subgrid-scale (SGS) chemical
reaction in a closed form. This closure is one of the reasons for
SFMDF’s popularity and its widespread recent applications [6–27].
Inclusion of the velocity in the FDF accounts for the effects of
convection in a closed form as well. This is demonstrated in the
velocity-FDF [28], the joint velocity–scalar FDF [29] and its density-
weighted velocity–scalar filtered mass density function (VSFMDF)
[30] formulations. In its most rudimentary form, this methodology is
equivalent to, at the least, a two-equation (second-order) SGSmodel.
Note that the majority of conventional hydrodynamic SGS closures
are algebraic (zero-order) [31].

Sheikhi et al. [30] demonstrate the predictive capability of the
VSFMDF in capturing some of the intricate physics of SGS transport
in nonreactive flows. Specifically, they show the advantages of this
model over those in which the velocity–scalar correlation is modeled
via a simplified gradient diffusion model. In the present work, the
objective is to demonstrate the applicability of this improved
methodology for prediction of reactive flows: specifically, hydro-
carbon flames. For that, we consider the piloted nonpremixed
methane jet flame as studied in the experiments of the Combustion
Research Facility (CRF) at Sandia National Laboratories [32] and at
the Technical University of Darmstadt [33]. This flame has been the
subject of extensive previous LES via SFMDF by several inves-
tigators [12–14,19–24]. These contributions are ongoing; the CRF
Web site¶ maintains an updated bibliography of the growing litera-
ture in modeling of this flame. In the experiments, three flames are
considered: flames D, E, and F. The geometrical configuration in
theseflames is the same, but the jet inlet velocity is varied. InflameD,
the fuel jet velocity is the lowest. The jet velocity increases from
flames D to E to F, with noticeable local extinctions in the latter two.
To expand upon our previous SFMDF simulations [12], flame D is
considered in this work. The objective is to assess the predictive
capability of the VSFMDF in capturing the flowfield and the scalar
mixing. This is the first application of the VSFMDF for prediction of
a realistic hydrocarbon flame.

II. Formulation

A. Basic Equations

In a turbulent flow undergoing chemical reaction involving Ns
species, the primary transport variables are the density ��x; t�, the
velocity vectorui�x; t� (i� 1, 2, 3), the pressurep�x; t�, the enthalpy
h�x; t�, and the species’ mass fractions Y��x; t� (�� 1; 2; . . . ; Ns).
The equations that govern the transport of these variables in space xi
(i� 1, 2, 3) and time t are the continuity, momentum, enthalpy
(energy), and species’ mass-fraction equations, along with an
equation of state:
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where R0 and R are the universal and mixture gas constants, and
M� denotes the molecular weight of species �. The chemical reac-

tion source terms S� � Ŝ����x; t�� are functions of compositional
scalars (� � ��1; �2; . . . ; �Ns�1	). Equation (1c) represents the

transport of species’ mass fraction and enthalpy in a common form
with
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where T and T0 denote the temperature field and the reference
temperature, respectively. In this equation, h0� and cp� denote the
enthalpy of formation at T0 and the specific heat at constant pressure
for species �. For a Newtonian fluid with Fick’s law of diffusion, the
viscous stress tensor 	ij and the scalar flux J�j are represented by
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where � is the fluid dynamic viscosity, and � � �� denotes the
thermal andmassmolecular diffusivity coefficients for all the scalars.
We assume �� �: i.e., unity Schmidt Sc and Prandtl Pr numbers.
The viscosity and molecular diffusivity coefficients can, in general,
be temperature-dependent; here, they are assumed to be constant.

B. Filtered Equations

Large eddy simulation involves the spatial filtering operation
[31,34]:

hQ�x; t�i‘ �
Z �1
�1

Q�x0; t�G�x0;x� dx0 (4)

whereG�x0;x� denotes a filter function, and hQ�x; t�i‘ is the filtered
value of the transport variable Q�x; t�. In variable-density flows
it is convenient to use the Favre-filtered quantity hQ�x; t�iL�
h�Qi‘=h�i‘. We consider a filter function that is spatially and
temporally invariant and localized: thus,G�x0;x� � G�x0 � x�with
the properties G�x� 
 0 andZ �1

�1
G�x� dx� 1

Applying the filtering operation to Eqs. (1) and using the conven-
tional LES approximation for the diffusion terms, we obtain
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where 	L denotes the SGS correlation: 	L�a; b� � habiL�
haiLhbiL.

C. Exact VSFMDF Transport Equation

The velocity–scalar filtered mass density function, denoted byPL,
is formally defined as [1]

¶Data available online at www.sandia.gov/TNF/biblio.html [retrieved
8 March 2010].
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PL�v; ;x; t� �
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where
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In Eqs. (6) and (7), � denotes theDirac delta function, and v and are
the velocity vector and the scalar array in the sample space. The term
� is the fine-grained density [35,36]. Equation (6) defines the
VSFMDF as the spatially filtered value of the fine-grained density.
With the condition of a positive filter kernel [37], PL has all of the
properties of a mass density function [36]. Considering the time
derivative of the fine-grained density function [Eq. (7)] and using
Eqs. (1b), (1c), (3), and (6) results in
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This is an exact transport equation and indicates that the effects of
convection (the second term on left-hand side) and chemical reaction
(the last term on the right-hand side) appear in closed forms. The
unclosed terms denote convective effects in the velocity–scalar
sample space. These terms are exhibited by the conditional filtered
[30] values, as shown by the first three terms on the right-hand side.

D. Modeled VSFMDF Transport Equation

For closure of the VSFMDF transport equation, we consider the
general diffusion process [38], given by the system of stochastic
differential equations. In this context, developed in [4,28,29,39,40],
we use the simplified Langevin model and the linear mean-square-
estimation model [35]:
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X�i andU�i ; �
�
� are probabilistic representations of position, velocity

vector, and scalar variables, respectively. W terms denote the
Wiener–Lévy processes [41,42]. In Eq. (9), ! is the SGS mixing
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Fig. 1 Radial distribution of the mean and rms values of the streamwise filtered velocity at x=D� 0:138. Ucl denotes the mean axial velocity at the

centerline, the symbols denote the experimental data. The line denotes the mean value and the thick dashed line denotes the rms value: a) mean axial

velocity and b) rms value of the axial velocity.

Fig. 2 Instantaneous filtered RT fields (normalized by the freestream

values) as obtained via MC (left) and FD (right).
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frequency, � is the dissipation rate, k is the SGS kinetic energy, and
�L is the LES filter size. The model parameters are the same as those
suggested by Sheikhi et al. [30]: C0 � 2:1, C� � 1:0, and C� � 1:0.
No attempt is made to optimize the values of these parameters.

E. Numerical Solution

Numerical solution of themodeledVSFMDF transport equation is
obtained by a hybrid finite difference (FD) and Monte Carlo (MC)
procedure. The computational domain is discretized on equally
spaced finite difference grid points and the FMDF is represented by
an ensemble of statistically identical MC particles that carry inform-
ation pertaining to the velocity and the scalar values. This inform-
ation is updated via temporal integration of the stochastic differential
equations. Statistical information is obtained by considering an
ensemble ofNE computational particles residing within an ensemble
domain of volume VE centered around each of the FD grid points. To
reduce the computational cost, a procedure involving the use of
nonuniform weights is also considered. This procedure allows a
smaller number of particles in regions where a low degree of
variability is expected. Conversely, in regions of high variability, a
large number of particles is allowed. The sum of weights within the
ensemble domain is related to filtered fluid density [43].

The FD solver is fourth-order-accurate in space and second-order-
accurate in time [44]. All of the FD operations are conducted onfixed
grid points. The transfer of information from the FDpoints to theMC
particles is accomplished via a linear interpolation. The inverse
transfer is accomplished via ensemble-averaging. The FD transport
equations include unclosed second-order moments that are obtained
from the MC. Further details on the hybrid FD-MC can be found
in [43].
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Fig. 3 Axial distribution of the mean filtered temperature at r=D� 0.
The symbols denote the experimental data and the solid line denotes the

predicted values.
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Fig. 4 Radial distribution of the mean and rms values of the filtered axial velocity. Ucl denotes the mean axial velocity at the centerline at the inlet, the

symbols denote the experimental data. The line denotes the mean value and the thick dashed line denotes the rms value: a) mean axial velocity at
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Fig. 7 Radial distribution of the mean and rms values of filteredCH4 mass fractions. The symbols denote the experimental data. The line denotes the
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Fig. 9 Radial distribution of the mean and rms values of the filtered CO mass fractions. The symbols denote experimental data. The line denotes the

mean value and the thick dashed line denotes the rms value: a) mean CO mass fraction at x=D� 15and b) rms value of CO mass fraction at x=D� 15.
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Fig. 10 Radial distribution of the mean and rms values of the filteredCO2 mass fractions. The symbols denote the experimental data. The line denotes
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Fig. 11 Radial distribution of the mean and rms values of the filteredH2Omass fractions. The symbols denote the experimental data. The line denotes

the mean value and the thick dashed line denotes the rms value: a) mean H2O mass fraction at x=D� 15and b) rms value of H2O mass fraction at

x=D� 15.
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III. Flow Configuration and Simulation Parameters

Sandia flame D consists of a main jet with a mixture of 25%
methane and 75% air by volume. The nozzle is placed in a coflow of
air and the flame is stabilized by a substantial pilot. The Reynolds

number for themain jet isRe� 22; 400 based on the nozzle diameter
D� 7:2 mm and the bulk jet velocity 49:6 m=s.

Simulations are conducted on a three-dimensional Cartesian mesh
with uniform spacings in each of the three directions. With available
resources, simulations are affordedwithin a domain spanning 18D �
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the thick lines denote the experimental data and LES predictions, respectively.
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16D � 16D in the streamwise direction (x) and the two lateral
directions (y and z). The number of grid points are 201 � 161 � 161
in the x, y, and z directions, respectively. The filter size is set equal to
�L � 2��x�y�z��1=3�, where �x, �y, and �z denote the grid
spacings in the corresponding directions. The MC particles are
supplied in the inlet region and are free to move within the domain,
due to combined actions of convection and diffusion. The volume of
the ensemble domain is VE � ��x�y�z� within which NE � 40;
threfore, there are at least 200millionMCparticleswithin the domain
at all times.

The flow variables at the inflow are set the same as those in the
experiments, including the inlet profiles of the velocity and the
mixture fraction. The inlet condition for the velocity is presented in
Fig. 1. The flow is excited by superimposing oscillating axisym-
metric perturbations at the inflow. The procedure is similar to that in
[45], but the amplitude of forcing is set in such a way to match the
experimentally measured turbulent intensity of the streamwise
velocity at the inlet. Standard characteristic boundary conditions [46]
are implemented in all of the FD simulations.

The simulations’ accuracy and the extent of resolved energy
depend on the FD grid spacing, the volume of the ensemble domain,
the number of MC particles, and the adopted values of the model
constants. The effects of all of these parameters are investigated in
[30]. Per the results of this study, the parameters as selected here yield
an excellent statistical accuracy with minimal dispersion errors.
Furthermore, the MC simulation results are monitored to ensure that
the particles fully encompass and extend well beyond regions of
nonzero vorticity and reaction.

The methane–air reaction mechanism, as occurs in this flame, is
taken into account via the flamelet model. This model considers a
laminar one-dimensional counterflow (opposed jet) flame config-
uration [47]. The detailed kinetics mechanism of the Gas Research
Institute (GRI2.11) [48] is employed to describe combustion. The
flamelet table at a strain rate of a� 100 1=s is used to relate the
thermochemical variables to the mixture fraction. This value is
consistent with that used in previous SFMDF [12] and probability
density function (PDF) [49] predictions of this flame. It also yields
the best overall match of the one-dimensional results with experi-
mental data. The predictive capability of VSFMDF is demonstrated
by comparing the flow statistics with the Sandia–Darmstadt data
[32,33]. These statistics are obtained by long time-averaging of the

filtered field during six flow-through times. The notations �Q and
rms�Q� denote, respectively, the time-averaged mean and root-
mean-square values of the variableQ. Simulations are conducted on
256 processors in conjunction with a message-passing interface and
the PETSc [50–52] library.

IV. Results

For the purpose of flow visualization, the contour plots of FD and
MC computations for normalized hRTiL values are shown in Fig. 2.
The central jet lies in the middle along the axial coordinate,
surrounded by a pilot, where the temperature is the highest and
encircled by the air coflow. The region close to inlet is dominated by
the molecular diffusion and the jet exhibits a laminarlike behavior.
Further downstream, the growth of perturbations ismanifested by the
formation of large-scale coherent vortices. The upstream feedback
from the vortices created initially triggers further self-sustaining
vortex rollup and subsequent pairing and coalescence of neighboring
vortices [53,54]. The slight oscillations inherent in the FD simula-
tions due to afixed number of gird points are absent in the Lagrangian
(grid-free) results. The streamwise variation of the time-averaged
values of these results at the centerline is shown in Fig. 3, showing
that the growth of the layer is predicted well.

The capability of the method in predicting the hydrodynamics
field is demonstrated by examining some of the (reported) radial

(r�
����������������
z2 � y2

p
) distributions of the flow statistics in Fig. 4. The

results at x=D� 15 are shown in this and all of the subsequent
figures, as the profiles at other streamwise location portray similar
behavior for the other statistical quantities considered. TheVSFMDF
predicts the peak value of mean axial velocity profile and the spread

of the jet reasonably well. The rms values, however, are under-
predicted. The radial distribution of the mixture fraction is also
shown to compare well with data (Fig. 5). The mean and rms values
are close to measured data.

The statistics of the thermochemical variables are also compared
with corresponding data. The radial distribution of the mean
temperature and its corresponding rms values are presented in Fig. 6.
Similar to hydrodynamic quantities, the mean profiles show
favorable agreement with measured data, whereas the rms values are
underpredicted at the outer layer. The statistics of the mass fractions
(denoted by Y) of several of the species at different streamwise
locations are compared with data in Figs. 7–11. The mean profiles of
the major species show close agreements with measurements.
However, the mean values of the minor species are overpredicted.
The rms values show close agreements with measured data at the
inner layer, but not as good at the outer layer. These disagreements
can be attributed, in part, to the shortcoming of the flamelet model in
relating the thermochemical variables to the mixture fraction. In
Fig. 12, the PDFs of the resolvedmixture fraction as predicted by the
VSFMDF are compared with those measured experimentally at
several locations throughout the domain. In general, both the peak
and the spreads of the PDFs are predicted well.

V. Conclusions

Since its original development a decade ago, the SFMDF [4,5] has
experienced widespread applications for LES of a variety of reacting
flows [6–8,10,11,13–26,29]. The methodology has found its way in
industry [21] and is now covered as a powerful predictive tool inmost
modern textbooks and handbooks [34,47,55–58]. This popularity is
partially due to the demonstrated capability of themethod to simulate
realistic hydrocarbon flame. The extended methodology, the
VSFMDF, is significantly more powerful, as it also accounts for the
effects of SGS convection in an exact manner. This superiority has
been previously demonstrated by comparative assessment of the
method in several basic flow configurations [30].

The objective of the present work is to assess the prospects of the
VSFMDF for realistic flame simulations. For that, we consider a
relatively simple flame: the piloted, nonpremixed, turbulent,
methane jet flame (Sandia flame D). For this flame, which was
previously simulated via SFMDF [12–14,19–24], the thermochem-
ical variables are related to themixture fraction via a flamelet table. A
modeled transport equation for the mass-weighted joint FDF of the
velocity and the mixture fraction [30] is considered. This equation is
solved by a hybrid finite difference and Monte Carlo method. The
predictive capability of the overall scheme is assessed by comparison
of the ensemble (long time, Reynolds-averaged) values of the
thermochemical variables. It is shown that all of the mean quantities
are generally predicted well. For the rms values, the predicted values
agree closely with the experimental data in the inner layer, but not as
good in the outer layer. This discrepancy is attributed, in part, to the
use of the flamelet model in relating all of the thermochemical
variables to themixture fraction. The PDFs of thismixture fraction as
predicted by the model show very good agreements with data.

Some suggestions for future work are as follows:
1) Implement higher-order closures for the generalized Langevin

model parameter Gij [59]. The model parameters considered here
correspond toRotta’s closure inRANS [34,60].Higher-order closure
similar to those considered in RANS [39,59] may be implemented.

2) Extend the methodology to account for differential diffusion
effects [23,61–63]. The VSFMDF may be extended to flows with
nonunity Prandtl and/or Schmidt numbers. It may also be extended to
include temperature-dependent viscosity and diffusion coefficients.

3) Quantitatively assess data by performing simulations with
different (combination) values for the grid spacings, filter sizes and
the number of MC particles. Such assessments have been previously
done in SFMDF [18], but require significant more computational
resources for VSFMDF.

4) Extend the methodology for simulation of flames that experi-
ence extinction (such as Sandia flames E and F). Such simulations
require consideration of finite rate chemistry.
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Currently, it is not computationally feasible to implement detailed
kinetics in VSFMDF or in SFMDF. Implementation of reduced-
kinetics schemes is within reach, provided that sufficient computa-
tional resources are available.
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