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Abstract 

LES/PDF methods are known to provide accurate results for challenging turbulent combustion configura- 
tions with strong turbulence-chemistry interactions. These methods are generally applicable as they do not 
make any assumptions on the topology of the underlying flame structure. However, this added generality 
comes at an increased computational cost. To mitigate this added cost, the majority of the LES/PDF compu- 
tations performed to date utilize reduced mechanisms. We recently presented a coupled pre-partitioned adap- 
tive chemistry (PPAC) and tabulation (ISAT) methodology (Newale et al., Comb. Th. Mod., 2019), which 

retains the fidelity of the detailed mechanism, while keeping the computational cost affordable. This method- 
ology was tested in a partially-stirred reactor configuration. In this work, we describe the developments re- 
quired for a holistic integration of PPAC-ISAT with a LES/PDF framework. We examine the performance of 
this coupled methodology in two LES/PDF configurations of Sandia flame D. A smaller simulation domain 

is initially utilized to characterize the efficiency and accuracy of standalone PPAC and coupled PPAC-ISAT 

in detail. Then, the performance of PPAC-ISAT is examined in a full-scale LES/PDF simulation. We show 

that the coupled PPAC-ISAT LES/PDF captures the resolved mean and RMS profiles of temperature and 

major species mass fractions to within 2% and OH to within 5%, with a reduction in the average simulation 

wall clock time per time step of 39% over an ISAT implementation using the detailed mechanism. 
© 2020 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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1. Introduction 

Turbulent combustion models can broadly
be classified as flamelet-like or PDF-like [1] .
∗ Corresponding author. 
E-mail address: ashish.newale@gmail.com 

(A.S. Newale). 

https://doi.org/10.1016/j.proci.2020.06.343 
1540-7489 © 2020 The Combustion Institute. Published by Elsev
Alternatively, one can separate turbulent com- 
bustion models based on whether they make 
assumptions on the underlying flame topology 
[2] . PDF methods [3] are agnostic to the flame 
topology and consequently are deemed to be 
more general. However, this added generality 
comes at an increased computational expense, 
in terms of memory and CPU cost, compared 

to topology-based models. A significant amount 
ier Inc. All rights reserved. 
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f work has been devoted to improving the
enerality of topology-based models [2] , and
eparately, reducing the cost of topology-
ndependent models [4] . The current work falls
n the latter category. Specifically, we endeavor
o mitigate the cost of LES/PDF computations
sing a coupled adaptive chemistry and tabulation
echnique [5] . 

Adaptive chemistry techniques accelerate reac-
ion integration by using reduced mechanisms tai-
ored to the local compositions. A sizable speedup
sually occurs as most compositions can be inte-
rated accurately over small time intervals using
ignificantly reduced mechanisms. Such reduced
echanisms can be determined either on-the-fly

6] or in a preprocessing stage [7] . Here, we utilize
he pre-partitioned adaptive chemistry (PPAC) ap-
roach of Liang et al. [7] . A complementary class
f methods which can be combined with adaptive
hemistry techniques to provide added benefits are
torage-retrieval techniques, which include in-situ
daptive tabulation (ISAT) [8] and artificial neu-
al networks [9] . ISAT builds a table at runtime by
electively storing reaction integration information
or encountered compositions. Subsequent com-
ositions are then resolved wherever possible us-

ng a computationally-efficient linear approxima-
ion computed based on a stored entry. We recently
eveloped a coupled PPAC-ISAT methodology [5] ,
hich showed encouraging results in a partially-

tirred reactor. 
The performance of on-the-fly approaches has

een assessed in turbulent combustion simulations
ncluding direct numerical simulations [10] , LES
ith well-stirred reactor models [11] , and only re-

ently, in LES with a turbulent combustion model
hat accounts for turbulence-chemistry interactions
12] . Adaptive chemistry approaches based on an
ffline preprocessing stage have only been assessed

n low-dimensional simulations [7] and laminar
ames [13] , thereby circumventing the need for inte-
rating the adaptive chemistry approach with a tur-
ulent combustion model. In this context, the key
bjectives of the current work are to develop a uni-
ed PPPAC-ISAT particle PDF solver and demon-
trate its performance in LES/PDF simulations of 
urbulent combustion. First, we quantify the effi-
iency and accuracy of PPAC and PPAC-ISAT in
 small domain LES/PDF of Sandia flame D [14] .
e then examine the performance of PPAC-ISAT

n a full-scale domain. 

. Methods 

.1. LES/PDF 

The variable density, low Mach solver NGA
15] is used for performing all the computations in
his work. The LES solver uses second-order accu-
ate discretization in space and time. The turbulent
viscosity and diffusivity are computed using a La-
grangian dynamic subgrid-scale model [16] . 

We have implemented a Lagrangian particle
PDF method [3] in NGA to compute the one-point
one-time density-weighted joint PDF of species
mass fractions and enthalpy. The PDF solution
is advanced in time using a first-order splitting
scheme consisting of transport, mixing, and re-
action fractional steps. The transport fractional
step is performed using a first-order forward Eu-
ler method. The mixing fractional step uses the in-
teraction by exchange with the mean (IEM) model
[17] . The reaction fractional step is performed in an
efficient manner using a dynamic load balancing
strategy [18] , which is similar to the uniform ran-
dom strategy of Hiremath et al. [4] . 

The resolved scalar fields are computed using
the cloud-in-cell approach coupled with the im-
plicit smoothing methodology of Viswanathan
et al. [19] . The density and transport properties
required for advancing the LES solution are com-
puted using the PDF solution. The density cou-
pling between the LES and PDF is implemented
using the transported specific volume approach
[20] . 

2.2. Pre-partitioned adaptive chemistry (PPAC) 

PPAC [7] involves an offline preprocessing stage
and an online runtime stage. The offline stage of 
PPAC starts with a database generation step, where
a set of compositions sampling the likely accessed
region of composition space at runtime is assem-
bled. This database of compositions is then parti-
tioned into a user-specified number of regions. The
partitioning is done such that the short-time evo-
lution of compositions that lie in the same region
can be described accurately using the same reduced
model. A set of reduced models is derived for each
region by using the directed relation graph with er-
ror propagation method [21] . Finally, for a given
user-specified reduction error tolerance or reduc-
tion threshold, a reduced model is selected for each
region such that it is the smallest one that provides
reaction mapping errors less than the specified
tolerance. 

At runtime, the region to which each particle
belongs is identified using a classification opera-
tion. This operation is performed using an efficient
low-dimensional binary tree search leading to min-
imal computational overhead at runtime (typically
less than 1% of the overall simulation wall clock
time per time step). The particle composition is
then converted to the region-specific reduced skele-
tal representation, and integrated using the reduced
model derived offline for this particular region. At
the end of the reaction fractional step, the particle
composition is returned to its full representation. 

The integration of particle compositions in their
reduced skeletal representation implies that opera-
tors are required to convert particles from their full



A.S. Newale, S.B. Pope and P. Pepiot / Proceedings of the Combustion Institute 38 (2021) 2721–2729 2723 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

to their reduced skeletal representation and vice-
versa. The operators used here are the same as those
of Liang et al. [7] , with one key difference. In the
current work, all regions retain a pre-specified in-
ert species, N 2 here, for use with the conversion
and reconstruction operators. However, any other
species that is not included in the region-specific re-
duced kinetic model is assumed to have a mass frac-
tion of zero. Referring to the terminology of [7] ,
this means that we do not account for locally sig-
nificant species (LSS) during the conversion from
the full to the reduced skeletal space. We show be-
low that not accounting for LSS does not introduce
any noticeable error in the simulation results, but
avoids non-trivial index tracking and vector manip-
ulations that would decrease the overall efficiency
of the adaptive approach. Unless explicitly stated
otherwise all the results shown subsequently are
generated by neglecting LSS. 

2.3. PPAC-ISAT 

The only difference between PPAC and PPAC-
ISAT methodologies is found in the reaction frac-
tional step. As opposed to being directly integrated
using a stiff ODE solver, particle compositions
in the reaction fractional step are advanced using
ISAT. We note that just like PPAC, ISAT advances
particle compositions in their reduced skeletal rep-
resentations and not in their full representation.
This leads to significantly reduced build and query
times as the tabulation is performed in a reduced
skeletal space [5] . The resolution of queries in their
reduced skeletal representation also implies that an
ISAT table is maintained for each reduced model
on each core. 

2.4. Numerical implementation 

In our implementation, the particles’ full repre-
sentation in the LES/PDF includes only the species
that are retained in at least one reduced model. Al-
ternatively stated, the species that are not active
for any region are discarded from the state vector
for all particles. Hence, the number of species in
this representation is less than that in the detailed
mechanism from which the region-specific reduced
models have been constructed. The resolved scalar
fields are computed using only the species present in
the reduced skeletal representation for each parti-
cle. This efficient and simple implementation is pos-
sible as all region-specific inactive species have zero
mass fraction, since the locally significant species
are neglected. 

The dynamic load balancing strategy used in the
reaction fractional step is modified for PPAC and
PPAC-ISAT to account for the special case of par-
ticles being integrated using reduced models with
zero reactions. For this special case, the solution
is obviously that the particle composition remains
unchanged. Such particles are resolved locally on
each core, thereby reducing the communication 

cost. 

3. Simulation configurations 

3.1. LES/PDF 

We explore two different configurations for 
LES/PDF simulations of Sandia flame D [14] . The 
first configuration is the same as that of Sheikhi 
et al. [22] , and involves a Cartesian domain which 

extends 18 fuel jet diameters (D) in the streamwise 
direction and 10D in the cross-stream directions. 
A uniform 90 (streamwise) × 100 × 100 mesh is uti- 
lized. By examining the resolved statistics at x/D = 

15 , we specify the mixing model constant for this 
configuration to be 8. This smaller configuration 

is chosen to directly quantify the errors incurred 

due to the use of PPAC and PPAC-ISAT. The sec- 
ond configuration entails a full-scale LES/PDF of 
flame D. This cylindrical configuration is 60D in 

the axial direction and 20D in the radial direction. 
A non-uniform 192 (axial) × 140 (radial) × 32 (az- 
imuthal) mesh is used for this configuration. The 
mixing model constant utilized for this configura- 
tion is 4, and is chosen based on a sensitivity study 
of the resolved statistics. The number of particles 
per cell is specified to be 25 for both configurations. 

3.2. PPAC 

A 38 species detailed mechanism derived by Es- 
posito and Chelliah [23] is used for all computa- 
tions. A key input for PPAC is the initial database 
required for the offline preprocessing stage. As 
the focus of this work is on integrating PPAC- 
ISAT with a LES/PDF framework and quantify- 
ing its performance in actual LES/PDF simula- 
tions, we make the optimal choice here. Specifically, 
the database is obtained by downsampling particle 
compositions from a single time instant of the non- 
adaptive Cartesian simulation, after having reached 

a statistically stationary state. We have shown in 

past work [7] that the choice of the number of re- 
gions, provided it is large enough, does not signifi- 
cantly impact the performance of PPAC. Hence, we 
specify the number of regions to be 10, a number 
large enough to demonstrate the utility of the adap- 
tive approach, but small enough to allow for an 

analysis of the model characteristics and usage. The 
targets used for reduction, typical for DRGEP ap- 
plications, are CH 4 , CO, OH, HO 2 , and heat release 
rate. We consider fiv e different reduction thresh- 
olds: 5 × 10 −4 , 10 −4 , 5 × 10 −5 , 10 −5 , and 10 −6 . 

3.3. ISAT and PPAC-ISAT 

The ISAT error tolerance is specified to be 10 −4 . 
The maximum table size for the detailed mecha- 
nism is set to be 500 MB. For PPAC-ISAT, each 
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Fig. 1. Element conservation errors for PPAC-ISAT as a function of relative number of species, collected over two flow- 
through times. 
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egion-specific ISAT table is allowed to reach a
aximum size of 50 MB. 

. Results and discussion 

.1. Cartesian configuration 

The conversion operator which transforms com-
ositions from their full to reduced skeletal repre-
entations is not conservative. Consequently, con-
ervation errors constitute an important check on
he performance of PPAC and PPAC-ISAT. The
onservation error, ˆ ε X , for a conserved quantity X
s computed as follows: 

ˆ  X = 

1 
n t 

n t ∑ 

k=1 

∣∣∣∣

∑ n p 
n =1 (X 

(n ) 
k+ − X 

(n ) 
k ) 

∑ n p 
n =1 X 

(n ) 
k 

∣∣∣∣, (1)

here X 

(n ) 
k , X 

(n ) 
k+ denote the value of X for parti-

le n at time step k before and after the reaction
ractional step, n t is the number of time steps, and
 p is the number of particles in the domain at time
tep k . All the results for this and subsequent tests
hown here are collected for simulations starting
rom the statistically stationary state. Each simula-
ion used for quantifying the conservation errors at
 specific reduction threshold is run for two flow-
hrough times based on the fuel jet velocity. The
onservation errors for the C, H, O, and N elements
re plotted in Fig. 1 for PPAC-ISAT as a function
f the relative number of species. The relative num-
er of species is a metric that quantifies the number
f species that are retained in reduced models uti-

ized through the course of the simulation and is
efined as follows: 

 rel ≡ 1 
n t n p n s 

n t ∑ 

k=1 

n p ∑ 

n =1 

n (n ) ,A s,k , (2)

here n s is the number of species in the detailed
echanism, and n (n ) ,A s,k is the number of species in
the reduced model utilized by particle n at time step
k . We observe that as the relative number of species
decreases, corresponding to an increase in the spec-
ified reduction threshold, the conservation errors
for PPAC-ISAT show an increasing trend. This can
be attributed to the simple fact that as the reduc-
tion error threshold increases, the number of in-
active species in the full representation increases,
leading to higher conservation errors resulting from
the conversion from the full to the reduced skele-
tal space. The conservation errors for PPAC are
qualitatively and quantitatively similar to those for
PPAC-ISAT, and consequently are not shown. 

Next, we examine the errors incurred due to the
use of PPAC and PPAC-ISAT. The incurred error,
εX , is quantified as follows: 

ε X = 

∑ n t 
k=1 

∑ n p 
n =1 

∣∣X 

(n ) ,A 
k − X 

(n ) ,D 

k 

∣∣
∑ n t 

k=1 

∑ n p 
n =1 

∣∣X 

(n ) ,D 

k 

∣∣ (3)

where, X 

(n ) ,A 
k is the integrated value for particle

property X using PPAC or PPAC-ISAT at time
step k and for particle n , while X 

(n ) ,D 

k is the inte-
grated value for the same particle property, but ob-
tained using the detailed mechanism. To compute
this metric, the particle compositions available at
the end of the mixing fractional step are integrated
twice: once directly using the detailed mechanism,
and then using PPAC or PPAC-ISAT. The direct
computation of this metric is made possible by the
relatively modest size of the domain. All compu-
tations are run for 125 time steps to collect statis-
tics for the incurred errors. The relative number of 
species as a function of the incurred error in tem-
perature computed using the aforementioned pro-
cedure for both PPAC and PPAC-ISAT is shown in
Fig. 2 . For PPAC, as the relative number of species
decreases, we observe an increase in the incurred
error in temperature. This is expected, because the
decrease in the relative number of species corre-
sponds to an increase in the reduction threshold,
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Fig. 2. Relative number of species as a function of the incurred error in temperature for PPAC and PPAC-ISAT, accounting 
(cyan and red lines) or not accounting (blue and green lines) for locally significant species. The statistics are collected over 
125 time steps. (For interpretation of the references to color in this figure legend, the reader is referred to the web version 
of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 
Average relative wall clock time per time step. 

Reduction threshold PPAC PPAC-ISAT 

5 × 10 −4 0.081 0.034 
10 −4 0.121 0.036 
5 × 10 −5 0.129 0.037 
10 −5 0.163 0.036 
10 −6 0.274 0.042 
and consequently involves the use of progressively
more reduced models, which incur larger errors. We
note that the use of PPAC leads to reaction map-
ping errors solely due to the use of reduced mod-
els, while PPAC-ISAT incurs errors due to both
reduction and tabulation. We expect PPAC and
PPAC-ISAT simulations using models at the same
reduction threshold to incur approximately the
same reduction errors, and have approximately the
same relative number of species. Additionally, we
expect tabulation errors incurred to be approxi-
mately the same for PPAC-ISAT simulations at all
reduction thresholds. Hence, comparing the curves
for PPAC and PPAC-ISAT, we can infer the rela-
tive contributions of reduction and tabulation er-
rors. We observe that both PPAC and PPAC-ISAT
runs at the smallest relative number of species, cor-
responding to the largest reduction threshold, lead
to approximately the same incurred error. Hence,
we can infer that the reduction error dominates for
this reduction threshold. For all the other reduction
thresholds, we observe approximately the same in-
curred error for temperature. This value is higher
than the reduction only errors incurred for the cor-
responding PPAC runs. Hence, we can deduce that
for these cases, the tabulation error dominates the
reduction error. We additionally show on the same
plots the incurred errors for PPAC and PPAC-ISAT
where locally significant species are retained if they
have a mass fraction above a cutoff of 10 −4 [5] .
We observe that the incurred errors for temperature
are approximately the same for both methodologies
at all the reduction thresholds, which shows that
not accounting for locally significant species does
not lead to any significant increase in the incurred
errors. 

Table 1 shows averaged relative wall clock time
per time step, or relative time for the simulations
performed with PPAC and PPAC-ISAT using
different reduction thresholds, computed over 
two flow-through times. The relative time is the 
average overall wall clock time per time step for 
a simulation divided by the corresponding value 
for a simulation using the detailed mechanism 

with direct integration. We observe that at least 
a 70% reduction in the average wall clock time 
per time step is obtained when using PPAC. A 

further reduction is obtained when PPAC is cou- 
pled with ISAT. We note that the magnitude of 
the improvement in relative time is higher for the 
smaller reduction thresholds, because the frac- 
tion of compositions which use reduced models 
with zero reactions is smaller. The relative time 
for the simulation using ISAT with the detailed 

mechanism is 0.076. This implies that the use of 
PPAC-ISAT leads to a reduction in the average wall 
clock time per time step by 45–55%, depending on 

the reduction threshold, compared to using ISAT 

with the detailed mechanism for this configuration. 

4.2. Full-scale cylindrical configuration 

We focus on a single case for the full-scale con- 
figuration, corresponding to the reduction error 
threshold of 10 −5 , which shows approximately the 
same average relative wall clock time per time step, 
relative number of species, and smaller incurred 
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Fig. 3. Instantaneous particle distribution in a cut of the domain, passing through the axis, colored by the particle tem- 
perature (left) and active reaction fraction (middle); most frequently used model at each combination of axial and radial 
grid locations for the same time instant, shown on a 2D cut plane passing the axis (right). 
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rrors for temperature compared to cases using
arger reduction thresholds. 

Fig. 3 shows instantaneous particle distribution
n a cut of the domain passing through the axis, for
he coupled PPAC-ISAT LES/PDF simulation col-
red by particle temperature on the left. The mid-
le panel shows those same particles, but colored
y active reaction fraction, which is the number of 
eactions in the reduced model used for a parti-
le divided by the number of reactions in the de-
ailed mechanism. For the same time instant, we
etermine for each combination of axial and radial
rid locations, the most frequently used reduced
odel by examining the particles located in the en-

ire range of the azimuthal direction. The results
or this exercise are shown in the rightmost panel
f Fig. 3 . Comparing the left and middle panels of 
ig. 3 , we observe that almost all the particles in the
oflow use reduced models with zero reactions. Ad-
itionally, the particles in the potential core of the
uel jet utilize models with a small number of reac-
ions, and the use of a higher number of reactions is
orrelated with high particle temperature. From the
ight panel, we observe that the fuel jet and coflow
ompositions are each resolved by a single reduced
odel. As expected, the part of the domain where

he flame is located shows the largest variability in
odel usage. 

To gain a better understanding of the type of 
ompositions being handled by specific reduced
odels, we extract compositions of particles lo-

ated on an 2D plane section passing through the
xis. Fig. 4 a shows the scatter of the temperature
ersus mixture fraction for these particles. Fig. 4 b
shows the active reaction fraction for each region-
specific reduced model. The same color scheme is
maintained for the model IDs throughout, to illus-
trate the correspondence. The scatter plot, in con-
junction with the right panel of Fig. 3 , shows the
type of compositions being handled by different re-
duced models. For instance, we observe that Model
9 handles low temperature compositions, primar-
ily close to the coflow composition, with low level
of mixing with the combustion products. Taken to-
gether, the right panel of Fig. 3 along with Fig. 4 b,
show that PPAC is functioning as one might intu-
itively expect for this flame. Specifically, PPAC uses
a hierarchy of reduced models of increasing fidelity
to handle in order, particles located in the coflow,
fuel jet, regions where coflow is mixing with the
products, pilot, followed by reactive compositions
located in the flame itself. 

For a more in-depth exploration of the key
pathways that constitute these reduced models, we
examine DRGEP reaction coefficients associated
with particles in specific regions. We found that
Model 1, which covers the fuel jet, involves path-
ways for the formation of CH 3 and the initial ox-
idation to CH 3 O and CH 2 O, which here occur at
low temperature. Model 6, which is used in the pi-
lot region and in the outer shear layer of the jet (see
right panel of Fig. 3 ), includes the final steps of ox-
idation from HCO to CO, and then to CO 2 . 

Fig. 5 shows the radial profiles for the resolved
mean and RMS of temperature, species mass frac-
tions of CH 4 and OH at 15, 30, and 45D down-
stream of the burner exit for the simulation us-
ing the detailed mechanism with ISAT and the
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Fig. 4. Scatter plot for particle temperature versus mixture fraction colored coded by reduced model ID (a), and fraction 
of active reactions in each region-specific reduced model (b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 
Normalized root mean square differences between 
LES/PDF using ISAT with the detailed mechanism and 
PPAC-ISAT. 

Quantity ( ξ ) RMSD in 〈 ξ〉 (%) RMSD in ξ rms (%) 

T 1.7 1.2 
CH 4 1.1 0.7 
O 2 0.9 0.6 
CO 2 1.3 1.0 
OH 3.6 4.5 
simulation using PPAC-ISAT. We have also com-
pared resolved statistics between these two simu-
lations for O 2 and CO 2 . As will be shown below,
the level of agreement between the two simulations
for these species is similar to that of CH 4 , and con-
sequently their radial profiles are not shown here.
The statistics are collected over two flow-through
times. Overall, we observe excellent agreement be-
tween the LES/PDF simulation using the detailed
mechanism with ISAT and the LES/PDF simula-
tion using PPAC-ISAT. For a more quantitative as-
sessment of the agreement between the two simu-
lations, we utilize the normalized root mean square
difference (RMSD) [4] , which is computed as fol-
lows: 

ε(ξ ) = 

[ ξ ppac − ξ det ] rms 

ξre f 
. (4)

Here, ξ ppac and ξ det correspond to the quanti-
ties obtained using the PPAC-ISAT simulation and
the simuation using ISAT with the detailed mech-
anism, while ξ ref denotes a reference value used for
normalization. ξ ref for temperature is specified to
be 1000 K and for species mass fraction is set to the
maximum species mass fraction encountered for
the radial profile under consideration. The results
for this metric for both the mean and RMS quanti-
ties are shown in Table 2 . We observe that resolved
statistics for the coupled PPAC-ISAT LES/PDF
run are within 2% of the simulation using ISAT
with the detailed mechanism for temperature and
the major species mass fractions and within 5% for
the OH. Finally, we note that the use of PPAC-
ISAT reduces the average wall clock time per time
step of the computation using ISAT with the de-
tailed mechanism by 39%, showing the utility of the
method. 
5. Summary and conclusion 

We have shown developments required for 
a holistic integration of PPAC-ISAT with a 
LES/PDF framework, to accelerate turbulent 
combustion simulations within and beyond the re- 
action fractional step. Specifically, the computation 

of resolved scalar fields is modified to take into 

account the sparsity of the species mass fraction 

vector, the load balancing strategy is tailored to the 
specific case of multiple chemical representations, 
and the neglect of locally significant species is 
investigated and shown to be acceptable in this 
setting. The accuracy and efficiency of PPAC and 

PPAC-ISAT in a LES/PDF context are quantified 

in detail for a smaller Cartesian configuration by 
examining conservation errors, incurred errors, 
and relative wall-clock time per time step. The 
combined PPAC-ISAT LES/PDF solver is then 

used for a full-scale simulation of Sandia flame D. 
The novel feature of PPAC-ISAT, which identifies 
important reactions occurring in distinct spatial 
locations at no added computational expense is 
demonstrated for this configuration. We observe 
that for less than 2% error in the resolved mean 

and RMS of temperature and major species mass 
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Fig. 5. Comparison of measured and computed resolved mean and RMS of temperature and select species mass fractions. The computed values are shown for LES/PDF using ISAT 

with the detailed mechanism and LES/PDF using PPAC-ISAT. The statistics are collected over two flow-through times. 
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fractions, and less than 5% error in the resolved
mean and RMS of OH mass fraction, PPAC-
ISAT reduces the average wall clock time per
time step of an optimized ISAT implementation
using the detailed mechanism by 39%. This shows
the utility of the PPAC-ISAT methodology to
enable LES/PDF computations using detailed
mechanisms. 
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