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Abstract

The velocity-turbulent frequency-compositions PDF method combined with the consistent hybrid finite
volume (FV)/particle solution algorithm is applied to a bluff-body stabilized turbulent flame. The statistical
stationarity is shown and the performance of the PDF method is assessed by comparing the mean fields with the
available experimental data. The effects of the model constants C�1 in the turbulence frequency model and C�

in the mixing model on the numerical solutions are examined and it is found that all the mean fields are very
sensitive to the changes in C�1 while only the mixture fraction variance seems to be very sensitive to the changes
in C� but not the other mean fields. The spatial and bias errors are also examined and it is shown that the hybrid
method is second order accurate in space and the bias error is vanishingly small in all the mean fields. The grid
size and the number of particles per cell are determined for a 5% error tolerance. The chemistry is described by
the simplest possible flamelet/PDF model. Hence the main focus of the paper is on the accurate calculations of
the mean flow, turbulence and mixing, which lays the foundation for future work in which the chemistry is
described in greater detail. © 2003 The Combustion Institute. All rights reserved.
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1. Introduction

The probability density function (PDF) method
has proven to be among the most promising ap-
proaches for accurate modeling of turbulent reacting
flows of practical importance [1–3]. Compared to
conventional turbulence models, the PDF method
offers the unique advantages of being able to take
into account the important processes of convection
and non-linear reaction in closed form [4]. Hence the
effects of turbulent fluctuations on chemical reactions
are treated exactly, and the gradient diffusion as-
sumption is avoided. Of these advantages, the exact
treatment of finite-rate non-linear chemistry makes

the PDF method particularly attractive for simula-
tions of complex turbulent reacting flows.

As for any turbulence model, an efficient numer-
ical solution algorithm is of essential importance to
apply the PDF method to flow problems of practical
interest. Significant progress has been recently made
in this direction by the development of the consistent
hybrid finite volume (FV)/particle-based Monte
Carlo method [5,6]. The hybrid method combines the
best features of the FV and particle-based Monte
Carlo methods to efficiently solve the PDF model
equations. The method is completely consistent at the
level of governing equations and the full consistency
at the numerical solution level is enforced by using
efficient correction algorithms [6]. It has been shown
that the consistent hybrid method is computationally
more efficient than the best available alternative so-
lution technique by a factor of an order of magnitude
or more [2,6]. The numerical efficiency of the hybrid
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algorithm is further improved by the recent develop-
ment of a local time stepping algorithm that has been
shown to accelerate the global convergence of the
hybrid method as much as by a factor of 10 depend-
ing on grid stretching [7]. Combined with the local
time stepping algorithm, the consistent hybrid
method thus makes the PDF methodology a feasible
design tool for the practical applications in engineer-
ing or elsewhere. The complete descriptions of the
consistent hybrid method and the local time stepping
algorithm can be found in the references [5,6] and
[7], respectively.

The primary purpose of the present work is to
demonstrate the performance of the velocity-turbu-
lent frequency-compositions joint PDF method [8]
combined with the consistent hybrid FV/particle so-
lution algorithm in predicting the properties of the
bluff-body stabilized turbulent flame studied experi-
mentally first by Dally et al. [9] and recently by Kalt
and Masri [10]. The bluff-body flames have received
significant attention in recent years because of their
relevance to many engineering applications such as
bluff-body combustors widely used in industrial ap-
plications due to the enhanced mixing characteristics,
improved flame stability and ease of combustion con-
trol [11]. Besides its practical importance, the bluff-
body flame studied here provides an excellent but
challenging test case for turbulence and chemistry
models as well as for numerical solution algorithms
for studying turbulence and chemistry interactions in
turbulent recirculating flows due to its simple and
well defined initial and boundary conditions, and its
ability to maintain the flame stabilization for a wide
range of inlet flow conditions with a complex recir-
culation zone.

In this work the chemistry is described by the
simplest possible flamelet/PDF model. The composi-
tion is assumed to be uniquely related to the mixture
fraction in the same way as in a mildly strained
laminar flame; and the mixture fraction is included in
the joint PDF which is calculated. Hence, the focus
here is on the accurate calculation of the mean flow,
turbulence, and mixing. This lays the foundation for
future work in which the chemistry is described in
greater detail, as for example, the piloted jet flame
studies of Xu and Pope [12] and Tang et al. [13].

Along with the experimental study, Dally et al. [9]
also performed numerical simulations of the bluff-
body flame using the standard and modified k � �
and Reynolds stress turbulence models. The same
flame has also been modeled using a conditional
moment closure (CMC) model by Kim et al. [14] and
a cubic k � � model by Merci et al. [15]. Similar
bluff-body stabilized flames with various geometrical
configurations and fuels have also been investigated
numerically in the literature using different ap-

proaches including the standard k � � model [16],
Reynolds stress models [16], the conditional moment
closure model [17], PDF models [16,18], and large
eddy simulation (LES) [19].

In the next section, the PDF modeling and the
numerical solution algorithm are briefly reviewed.
The model equations are presented in the context of
the consistent hybrid method. The numerical solution
procedure and the time-averaging algorithm are also
described in this section. The test case of the bluff-
body stabilized turbulent flame is briefly described,
and the present PDF calculations are compared with
the experimental data, in the Section 3, where the
sensitivities of the numerical solutions to the model
constants are also presented. Finally, conclusions are
drawn in Section 4.

2. PDF modeling and solution algorithm

The velocity-turbulent frequency-compositions
joint PDF model provides a complete closure for
turbulent reacting flows [1]. At position x and time t,
the mass-weighted joint PDF f̃(V, �, �; x, t) is
defined as the probability density function of the
simultaneous event U(x, t) � V, �(x, t) � �, and
�(x, t) � �, where U, �, and � are the velocity
vector, the set of compositions and the turbulent
frequency, respectively, and V, �, and � are indepen-
dent sample space variables in the velocity-turbulent
frequency-compositions space. Two basic properties
of f̃ are

� f̃�V, �, �; x, t�dVd�d� � 1, (1)

and

� Q�V, �, �; x, t� f̃�V, �, �; x, t�dVd�d� � Q̃,

(2)

Q is a random variable and Q̃ is by definition the
density-weighted (Favre-averaged) mean of Q. In the
present PDF approach, the exact transport equation
for f̃ is derived from the Navier-Stokes equations and
the unclosed terms are modeled by constructing sto-
chastic differential equations governing selected flow
properties as briefly discussed in the following sec-
tion. A detailed discussion about the present PDF
method can be found in [1,4].

2.1. Model equations

The model equations are presented in the context
of the consistent hybrid method [5]. In the hybrid
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approach, the mean conservation equations for mass,
momentum, and energy are directly derived from the
modeled joint PDF transport equation, and are cou-
pled with the mean equation of state. The mean
conservation equations are then solved by a FV
method to obtain the mean density, mean velocity,
and mean equivalent sensible internal energy fields,
and the pressure field is subsequently obtained from
the mean equation of state [6]. For the particle part,
the transport equation for the modeled joint PDF of
fluctuating velocity, turbulent frequency, and compo-
sitions is derived from the modeled joint velocity-
turbulent frequency-compositions PDF transport
equation and is solved by a particle-based Monte
Carlo method. The FV and particle algorithm are then
coupled by exchanging the mean fields required to
close the mean conservation and particle evolution
equations. The FV and particle system of equations
are briefly described in the following sections and the
readers are referred to the references [5,6] for a more
complete description of governing equations.

2.1.1. FV system
A FV method is used to solve the mean mass,

mean momentum, and mean energy conservation
equations coupled with the mean equation of state.
The conservation equations for mean mass and mean
momentum are directly derived from the modeled
PDF transport equation and are given by

�

�t
��� �

�

� xi
����Ũi� � 0, (3)

�

�t
����Ũi� �

�

� xj
����ŨiŨj � �p�	ij�

� �
�

� xj
����uiuj˜ �. (4)

The primary representation of the thermochemistry is
in the particle system. Based on the particle proper-
ties, the equivalent sensible internal energy �s is
defined such that

�s �
1


0 � 1

p

�
, (5)

where 
0 � 1.4. It is emphasized here that there are
no restrictive assumptions implied, e.g., constant spe-
cific heats, in this formulation. If the composition is
represented as an ideal gas mixture, then �s is given
by

�s �
�T


0 � 1
�

i

Yi/Wi, (6)

where � is the universal gas constant, T is the tem-
perature, and Yi and Wi are the mass fraction and

molecular weight of species i. The mean �̃s is trans-
ferred from particle system to the FV system.

In the FV system, the energy variable used is

Ẽs � �̃s �
1

2
ŨiŨi, (7)

so that the mean equation of state is

�p� � �
0 � 1�����Ẽs �
1

2
ŨiŨi�. (8)

The transport equation solved for Ẽ is

�

�t
����Ẽs� �

�

� xi
�Ũi����Ẽs � �p��� � SE, (9)

where the source term SE is determined by the energy
correction algorithm [6] to ensure that the energy
�̃s � Ẽs � 1

2
ŨiŨi in the FV system is consistent with

that obtained from the particles.

2.1.2. Particle system
As mentioned above, a particle-based Monte

Carlo method is used to solve the transport equation
of the joint PDF of the fluctuating velocity, turbulent
frequency, and compositions. In this method, the
fluid is represented by a large set of particles having
properties that evolve according to the model sto-
chastic differential equations (SDEs) in a way such
that the particles exhibit the same PDF as the solution
of the modeled joint PDF transport equation. Each
particle has the primary properties of mass (m*),
position (X*), fluctuating velocity (u*), turbulent fre-
quency (�*), and compositions (�*), and the second-
ary properties which are either derived from the pri-
mary properties such as temperature and Reynolds
stresses or interpolated from the FV mean fields such
as mean velocity (Ũ*) and mean pressure (�p�*).
Note that the superscript “*” denotes that the quantity
is a particle property.

The increment dX* in particle position over an
infinitesimal time interval dt is given by

dX* � �Ũ* � u*� dt. (10)

The fluctuating velocity u* evolves according to the
simplified Langevin model (SLM) [4]

du*i�t� �
1

���

�����uiuj˜ �

� xj
dt � u*j

�Ũi

� xj
dt

� �1

2
�

3

4
C0��u*i�t�dt � �C0k��1/ 2dWi,

(11)

where k �
1

2
uiuĩ is the mean turbulent kinetic en-

ergy, C0 is a model constant (Table 1), dWi is an
isotropic Wiener process and � is the conditional
mean turbulent frequency defined as
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� � C�

��*�*��* � �̃�

���
, (12)

where C� is another model constant (Table 1). The
conditioning in Eq. 12 excludes the particles with
turbulent frequency less than the mean turbulent fre-
quency, that is, �* 	 �̃, in evaluating the conditional
mean turbulent frequency � to approximate the as-
sumption that the rate of turbulent processes in inter-
mittent regions is represented by the turbulent parti-
cles better than the average of turbulent and non-
turbulent particles [8].

The turbulent frequency �* provides a time scale
to close Eqs. 12 and 13. In the present PDF method,
the turbulent frequency is represented as a particle
property and it evolves by the stochastic model [8]
given by

d�*�t� � �C3��* � �̃��dt � S���*�t�dt

� �2C3C4�̃��*�t��1/ 2dW, (13)

where W is an independent Wiener process, and the
source term S� is defined as

S� � C�2 � C�1

P

k�
, (14)

where P � �uiuj̃ ��Ũi/�xj� is the turbulent produc-
tion. The model constants C�1, C�2, C3, and C4 are
specified in Table 1.

The chemical reactions are treated by a simple
flamelet model. The flamelet chemistry model views
a turbulent flame as an ensemble of thin quasi-lami-
nar flame zones called flamelets and relies on the
assumption that the chemical time scales are much
shorter than the convective and diffusion time scales.
The flamelet model relaxes the infinitely fast chem-
istry assumption used in the flame sheet model by
utilizing the scalar dissipation rate as a parameter to
describe the degree of departure from the equilib-
rium. Under the condition of widely separated time
scales, Peters [20] showed that in the steady state, the
thermochemical properties can be related to the mix-

ture fraction and scalar dissipation rate, and the
flamelet libraries can be formed by solving flamelet
model equations for a series of scalar dissipation
rates. An extensive review of the flamelet model can
be found in [20]. In the present study, the flamelet
approach is further simplified and the flamelet library
is formed based on the laminar flame calculations at
a moderate stretch rate (namely a � 100 1/s) using
the GRI 2.1 detailed chemistry model [21]. With this
simplification, the flamelet model reduces to be a
look up table and the thermochemical state of the
particle is characterized solely by the mixture frac-
tion. Following Bilger [22], the mixture fraction is
defined as [11]

 �

2�ZC � ZC,O�

WC
�

�ZH � ZH,O�

2WH
�

2�ZO � ZO,O�

WO

2�ZC,F � ZC,O�

WC
�

�ZH,F � ZH,O�

2WH
�

2�ZO,F � ZO,O�

WO

,

(15)

where Zi is a conserved scalar given by the total mass
fraction of element i and Wi is the molecular weight
of element i. The first subscripts C, H, and O denote
carbon, hydrogen and oxygen, respectively. The sec-
ond subscripts F and O refer to the fuel and air
streams, respectively. In this simple chemistry
model, it is sufficient to represent only  explicitly,
and all the other thermochemical variables can be
obtained from the flamelet properties (as function of
).

Finally the effects of molecular mixing are ac-
counted for by the interaction by exchange with the
mean (IEM) mixing model [23]. For the present sim-
ple flamelet chemistry model, the IEM mixing model
can be given by

d* � � 1

2
C���* � ̃*�dt, (16)

where the model constant C� is specified in Table 1.
According to the IEM model, the particles composi-
tion relaxes to the mean composition in the compo-
sition space at the rate determined by the inverse of
the turbulent time scale ��1 � �.

The validity of the flamelet chemistry model and
the IEM mixing model is questionable especially
downstream of the recirculation zones where signif-
icant local extinction and reignition occur [11]. How-
ever, considering the scope of the present study, the
use of the flamelet model in conjunction with the
IEM mixing model is justified here as it facilitates
extensive numerical experiment.

Table 1
Model constants

Constant Standard
value

Used in

C0 2.1 SLM
C� 0.6893 definition of �
C�1 0.65 turbulence frequency model
C�2 0.9 turbulence frequency model
C3 1.0 turbulence frequency model
C4 0.25 turbulence frequency model
C� 2.0 IEM mixing model
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2.2. Numerical solution algorithm

The consistent hybrid FV/particle method has
proved to be an efficient way of solving the modeled
PDF transport equation [5,6]. The basic idea in the
hybrid approach is that a FV method is used to solve
the mean conservation equations for mass, momen-
tum and energy coupled with the mean equation of

state (Eqs. 3, 4, 8, and 9) and a particle-based Monte
Carlo method is used to solve the modeled PDF
transport equation for the fluctuating velocity, turbu-
lent frequency and compositions (Eqs. 10, 11, 13, and
16).

The FV and particle codes are coupled to form a
complete solution algorithm as follows. The mean
velocity and mean pressure fields are supplied to the

Fig. 1. Mean axial velocity (Ũ (m/s)) profiles at the axial locations 0.2Db, 0.4Db, 0.8Db, 1.2Db, 1.4Db, and 2.4Db. Symbols
denote the experimental data and solid lines denote the PDF simulations. Grid: 176 
 136, Npc � 50, NTA

P2P � 500.
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particle code by the FV code and the FV code to-
gether with the energy correction algorithm [6] gets
all the Reynolds stresses, the chemical source term
and the mean equivalent sensible internal energy
fields from the particle code. Note that the noisy
scalar fluxes are not included in the mean energy
conservation equation (Eq. 9) since the energy cor-

rection algorithm guarantees that the FV mean equiv-
alent sensible internal energy relaxes to its particle
counterpart no matter which terms are included in the
energy source term as far as a steady state is reached
[6]. It is stressed again here that the present hybrid
method is completely consistent at the level of gov-
erning equations since, as mentioned earlier all the

Fig. 2. Mean radial velocity (Ṽ (m/s)) profiles at the axial locations 0.2Db, 0.4Db, 0.8Db, 1.2Db, 1.4Db, and 2.4Db. Symbols
denote the experimental data and solid lines denote the PDF simulations. Grid: 176 
 136, Npc � 50, NTA

P2P � 500.
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equations solved by the FV and particle algorithms
are directly derived from the modeled PDF transport
equation. Furthermore a full consistency at the nu-
merical solution level is enforced by the correction
algorithms [6].

The form of coupling between the FV and particle

algorithm is of crucial importance and distinguishes
different types of hybrid method. There exist infinite
number of coupling strategies between the two ex-
treme cases, namely the tight and loose coupling
methods. In a tight coupling, the FV and particle
codes are run for a single time step to complete an

Fig. 3. The rms fluctuating axial velocity (u� (m/s)) profiles at the axial locations 0.2Db, 0.4Db, 0.8Db, 1.2Db, 1.4Db, and
2.4Db. Symbols denote the experimental data and solid lines denote the PDF simulations. Grid: 176 
 136, Npc � 50, NTA

P2P

� 500.

121M. Muradoglu et al. / Combustion and Flame 132 (2003) 115–137



outer iteration while, in the loosely coupled case, an
outer iteration is completed by running the FV and
particle codes separately until reaching a pseudo
steady state. Earlier studies [6,24] have shown that
neither the tight nor the loose coupling is optimal in
terms of numerical efficiency and robustness. The

tight coupling seems to improve the robustness of the
hybrid method while the more loosely coupled algo-
rithm leads to a better global convergence rate to
steady state. Therefore, as a compromise between the
robustness and fast convergence of the hybrid algo-
rithm, a pseudo loose coupling in which an outer

Fig. 4. The rms fluctuating radial velocity (v� (m/s)) profiles at the axial locations 0.2Db, 0.4Db, 0.8Db, 1.2Db, 1.4Db, and
2.4Db. Symbols denote the experimental data and solid lines denote the PDF simulations. Grid: 176 
 136, Npc � 50, NTA

P2P

� 500.
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iteration is completed by running both the FV and
particle codes each for a specified number of time
steps has been found to give the best asymptotic
global convergence rate without loss of robustness
[6]. In the present study, the FV and particle codes
are run for 10 and 3 time steps, respectively, in each
outer iteration throughout the computations.

Such a pseudo loosely coupled hybrid algorithm has
been implemented in the HYB2D code [6]. In this code,

the particle algorithm is largely based on the PDF2DV
[25] code and the FV algorithm is a slight modification
of the alternating direction implicit (ADI) scheme of
Caughey [26]. The local time stepping algorithm that
has been recently developed and shown to significantly
accelerate the global convergence of the hybrid
method [7] is also incorporated into the present hy-
brid method. Note that a similar local time stepping
procedure has been recently presented by Mobus et

Fig. 5. Mean turbulent shear stress �uṽ (m2/s2)) profiles at the axial locations 0.2Db, 0.4Db, 0.8Db, 1.2Db, 1.4Db, and 2.4Db.
Symbols denote the experimental data and solid lines denote the PDF simulations. Grid: 176 
 136, Npc � 50, NTA

P2P � 500.
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al. [27] for convergence acceleration of Lagrangian
PDF methods. A complete discussion about the con-
sistent hybrid algorithm and the local time stepping
method can be found in [5,6] and [7], respectively.

2.3. Time-averaging method

Time-averaging is an essential part of the hybrid
solution algorithm and is a very useful tool to reduce

the statistical fluctuations in the FV and particle mean
fields without increasing the number of particles. In
the present study, both the FV and particle fields are
time-averaged. Following Muradoglu et al. [6], for a
mean field Q, time-averaged mean QTA is evaluated as

QTA
k � �1 �

1

NTA
� QTA

k�1 �
1

NTA
Qk (17)

Fig. 6. Conditional mean turbulent frequency (� (1/s)) profiles at the axial locations 0.2Db, 0.4Db, 0.8Db, 1.2Db, 1.4Db,
and 2.4Db. Solid lines denote the PDF simulations. Grid: 176 
 136, Npc � 50, NTA

P2P � 500.
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where the superscript k denotes the number of
particle time steps for the particle fields and the
number of outer iteration for the FV fields, and NTA

is a time-averaging factor to be specified. In the
present study, the time-averaging factor is speci-
fied differently for the FV fields, the particle fields
used in the mean conservation equations solved by

the FV algorithm and the particle fields used in the
particle evolution equations, and are denoted by
NTA

FV, NTA
P2FV, and NTA

P2P, respectively. In all the re-
sults presented here, the parameters NTA

FV and NTA
P2FV

are fixed to the values 5 and 10, respectively,
throughout the computations while the parameter
NTA

P2P is set to 20 initially and is kept at this value

Fig. 7. Mean mixture fraction (̃) profiles at the axial locations 0.3Db, 0.6Db, 0.9Db, 1.3Db, 1.8Db, and 2.4Db. Symbols
denote the experimental data and solid lines denote the PDF simulations. Grid: 176 
 136, Npc � 50, NTA

P2P � 500. (see
footnote on p. 130.)
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until a statistically stationary state is approached and
then it is gradually increased to its final value. Note that
the selection of the initial value and the starting time for
setting NTA

P2P to approach its final value are totally arbi-
trary and have no effects on the accuracy of the numer-
ical solution as long as a statistically steady state is
reached. From now on NTA

P2P denotes the final value of
this time-averaging factor.

3. Results and discussion

3.1. Flow and boundary conditions

The velocity-turbulent frequency-compositions
PDF method combined with the consistent hybrid
algorithm is applied to a bluff-body stabilized non-
premixed turbulent flame. The bluff body stabilized

Fig. 8. The rms fluctuating mixture fraction (�) profiles at the axial locations 0.3Db, 0.6Db, 0.9Db, 1.3Db, 1.8Db, and 2.4Db.
Symbols denote the experimental data and solid lines denote the PDF simulations. Grid: 176 
 136, Npc � 50, NTA

P2P � 500.
(see footnote on p. 130.)
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turbulent flames have received significant attention in
recent years and been studied experimentally and
numerically [9,10,15–19,28,29].

Besides their practical relevance, the bluff-body
flames are challenging test cases for turbulence and
chemistry models as well as for numerical solution
algorithms. The bluff body flame investigated here is
a statistically axisymmetric, non-premixed turbulent
flame consisting of a central fuel jet (50% H2 and
50% CH4 by volume) with diameter 2 Rj � 3.6 mm,
a bluff body surrounding the fuel jet with diameter
Db � 50 mm and an unconfined coflowing stream of
air surrounding the bluff-body. The flame is stabi-
lized behind the bluff body by the intense mixing of
fuel and air and by the hot products providing a
continuous ignition source in the recirculation zone.
This bluff body stabilized flame was first studied
experimentally by Dally et al. [9] in which the jet and
coflow bulk velocities were chosen as 118 m/s and 40
m/s, respectively, and the measurements were taken
both for the flow and scalar fields. These experimen-
tal results are labeled here as “old data.” The flow

field measurements for the same flame but with
slightly reduced jet and coflow bulk velocities of 108
m/s and 35 m/s, respectively, have been recently
repeated twice by Kalt and Masri [10], and these new
sets of data are labeled here as “set1” and “set2.” In
the present study, essentially the new sets of data are
used for comparisons with the PDF calculations and
the old data are used only for the mean mixture
fraction and the rms fluctuating mixture fraction
fields since no scalar field measurements have been
provided for the new case of the reduced bulk veloc-
ities. In both experiments, the flow fields were mea-
sured by using a Laser Doppler Velocimetry (LDV)
technique and the scalar fields were measured by
using a single-point Raman-Rayleigh Laser Induced
Fluorescence (LIF) method. A complete description
of the experimental set up and the experimental data
are available on Internet [29].

For the numerical simulations, a cylindrical coor-
dinate system is adopted with x representing the axial
direction aligned with the jet axis and r the radial
direction. The origin of the coordinate system is

Fig. 9. Profiles of mean axial velocity (Ũ (m/s)) (top plots) and the rms fluctuating axial velocity (u� (m/s)) (bottom plots)
at the axial locations 0.6Db (left plots) and Db (right plots) computed on 128 
 96 grid and C�1 ranges from 0.56 to 0.7. NTA

P2P

� 500.
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placed at the center of the fuel jet in the exit plane.
The computational domain is 15 Db long in the axial
direction and extends to 3 Db in the radial direction.
A tensor product, orthogonal Cartesian grid is used
with the total of M2 non-uniform cells. The grid is
stretched both in the axial and radial directions.

The initial and boundary conditions are specified
in the same way as for the cold bluff-body case
studied by Jenny et al. [2] for all the quantities except
for that mixture fraction is also specified in the
present reacting case at the inlet. The pressure is
extrapolated from the computational domain at the
inlet boundary. The axial mean velocity is calculated
based on the assumption of a fully developed pipe
flow in the jet region while it is interpolated from the
experimental data in the coflow region. The axial and
radial rms fluctuating velocities (u� and v�) are also
interpolated from the experimental data both in the
jet and coflow regions, and the mean turbulent shear
stress is then calculated as

uṽ � �12�u�2v�2�1/ 2, (18)

with �12 � �0.4 and �12 � 0.5(r/Rj) in the coflow
and jet regions, respectively. Then the particle fluc-
tuating velocity components are specified at the inlet
such that the fluctuating velocity PDF is joint normal
with zero means. Based on the assumption of equi-
librium between the production and dissipation, the
mean turbulent frequency is calculated as

�̃ �
P

k
� �

uṽ

k

�Ũ

�r
, (19)

where k is the turbulent kinetic energy and P is the
mean turbulent energy production rate. Based on the
assumption that the flow is dominated by the large
recirculation zones and hence there is no need to
resolve the boundary layer, a perfect slip, and no
penetration boundary conditions are applied on the
buff-body surface. At the outflow boundary, the pres-
sure is fixed to the pressure calculated as

��� � �0 � ���vṽ, (20)

Fig. 10. Profiles of conditional mean turbulent frequency (� (1/s)) (top plots) and mean mixture fraction (̃) (bottom plots) at
the axial locations 0.6Db (left plots), and Db for � and 0.9Db for ̃ (right plots) computed on 128 
 96 grid and C�1 ranges
from 0.56 to 0.7. NTA

P2P � 500.
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where p0 is the atmospheric pressure ( p0 � 105 Pa)
and v is the fluctuating velocity in the radial direction
evaluated at the outflow boundary, and all the other
quantities are extrapolated from the computational
domain. Note that Eq. 20 is exact for plane flows but
is only approximately correct for axisymmetric flows
[30].

The inlet boundary conditions are also used as the
initial conditions.

3.2. Comparison with experimental data

To demonstrate the performance of the PDF
method combined with the consistent hybrid algo-
rithm, the calculated mean fields are compared with
the available experimental data. Note that all the
results presented in this section are numerically ac-
curate within 5% error tolerance as will be shown in
section 3.4. Radial profiles of mean axial velocity
(Ũ), mean radial velocity (Ṽ), the rms axial fluctu-
ating velocity (u�), the rms radial fluctuating velocity

(v�), the mean turbulent shear stress �uṽ� and the
conditional mean turbulent frequency (�) are plotted
in Figs. 1 through 6, respectively, at the axial loca-
tions of x/Db � 0.2, 0.4, 0.8, 1.2, 1.4, and 2.4. The
conditional mean turbulent frequency is plotted here
just to show the overall variations of this quantity
because there is no experimental data available to
compare with. Fig. 1 shows a remarkably good agree-
ment between the calculated and experimental mean
axial velocity profiles up to x/Db � 0.8 but the mean
axial velocity is underpredicted near the centerline in
the further downstream locations. However, it is in-
teresting to observe that there are big discrepancies
between the two sets of experimental data indicating
large uncertainties in the measurements in the far
downstream locations where the mean axial velocity
is underpredicted. Considering the difficulty to mea-
sure and to calculate the mean radial velocity due to
its relatively small magnitude compared to the fluc-
tuating component, the calculated mean radial veloc-
ity profiles match very well with the experimental

Fig. 11. Profiles of mean mixture fraction (̃) (left plots) and the rms fluctuating mixture fraction (�) (right plots) at the axial
locations x � 0.9DB (top plots) and x � 1.8Db (bottom plots) with 128 
 96 grid and C� ranges from 1.5 to 2.5. NTA

P2P �
500.
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data at all the locations as shown in Fig. 2. Figs. 1 and
2 together demonstrate that the essential features of
the mean flow field are captured well by the present
PDF method. As can be seen from Figs. 3 and 4, the
rms fluctuating velocities u� and v� are also well
predicted by the PDF method within the recirculation
zone, i.e., up to x/Db � 1.2 but are slightly under-
predicted in the further downstream assuming that
the true experimental data are simple means of the
two sets of measurements. It is interesting to observe
that, similar to the mean flow field measurements,
there are also large discrepancies between the two
sets of experimental data for u� and v� in the down-
stream locations of the recirculation zone where these
quantities are underpredicted. For the turbulent shear
stress (Fig. 5), the experimental data involve up to 30%
error [29] so that it is difficult to make any solid con-
clusions for this quantity. However, Fig. 5 indicates at
least qualitatively good agreement between the PDF
results and the experimental data suggesting that the
turbulent shear stress field is also well predicted.

The mean mixture fraction (̃) and the rms fluctua-
tions of mixture fraction (�) are plotted in Figs. 7 and
8, respectively, at the axial locations of x/Db � 0.3, 0.6,
0.9, 1.3, 1.8, and 2.4, and are compared with the avail-
able experimental data.† Note that, as mentioned earlier,
the experimental data and the calculated results are
obtained for the “old case,” i.e., with the jet and coflow
bulk velocities 118 m/s and 40 m/s, respectively. Fig. 7
demonstrates an overall good agreement between the
measured and calculated mean mixture fraction profiles
except for the overshoot near the inlet plane behind the
bluff-body and undershoot in the far downstream loca-

tions, i.e., x/Db � 1.8. The rms fluctuations of mixture
fraction is overpredicted near the centerline especially
in the axial locations of x/Db � 0.9 as shown in Fig. 8.

To summarize, considering the simplest turbu-
lence, chemistry, and mixing models are used in the
calculations, the mean velocity and scalar fields are
overall predicted very well demonstrating the perfor-
mance of the PDF method combined with the hybrid
solution algorithm for this challenging test case.

3.3. Sensitivity to model constants

As discussed in Section 2, the present PDF model
consists of SLM, JPM, and IEM submodels and ear-
lier studies [2,12] have shown that the PDF simula-
tions are especially sensitive to the model constants
C�1 in JPM model and C� in IEM model. It is not

†In Figs. 7 and 8, the first axial location for the calcu-
lations is x/Db � 0.3, whereas the data shown are from
x/Db � 0.26.

Fig. 12. Convergence histories of mean axial velocity (Ũ (m/s)) (left plot) and (k (m2/s2)) mean turbulent kinetic energy (right
plot). Grid: 176 
 136, Npc � 50, NTA

P2P � 500.

Table 2
Observation locations used to monitor convergence
histories of Ũ and k; Db � 50 mm is bluff-body
diameter and Rj � 1.8 mm is jet radius

Axial
distance (x)

Radial distance (r)

Location 1 Db/2 0.0
Location 2 Db/2 mid bluff-body � 13.4 mm
Location 3 Db/2 Db/2
Location 4 Db 0.0
Location 5 Db mid bluff-body � 13.4 mm
Location 6 Db Db/2
Location 7 2Db 0.0
Location 8 2Db mid bluff-body � 13.4 mm
Location 9 2Db Db/2
Location 10 10Db 0.0
Location 11 10Db mid bluff-body � 13.4 mm
Location 12 10Db Db/2
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intended here to do any systematic parametric study
for finding optimal sets of model constants but it is
rather intended to show the sensitivities of the nu-
merical solutions to the changes in C�1 and C�

model constants. Therefore, C�1 and C� are varied to
investigate their influence on the numerical calcula-
tions.

The direct effects of increasing C�1 is to increase
the source term in the turbulent frequency equation
(Eq. 13) resulting in increasing turbulent frequency,
which, in turn leads to reduction in turbulence. The
radial profiles of Ũ and u�, and � and ̃ are plotted in
Figs. 9 and 10, respectively, for various values of
C�1 ranging from 0.56 to 0.70 to demonstrate influ-
ence of C�1 on the numerical calculations. The ex-
perimental data for these mean fields except for � are
also shown for comparison. It can be seen in these
figures that the model constant C�1 has a strong
influence on all the mean fields but especially on �
and u� as expected, and the value of C�1 � 0.65
appears to be in better agreement with the experi-

mental data as being consistent with our earlier stud-
ies [2,6].

The direct effects of increasing the mixing model
constant C� is to increase the mixing, and hence to
decrease the mixture fraction variance ̃�2. Fig. 11
shows the profiles of the mean mixture fraction ̃ and
the rms fluctuating mixture fraction � calculated with
C� � 1.5, 2.0 and 2.5. This figure clearly demonstrates
that C� has a strong influence on the mixture fraction
variance, i.e., increasing C� results in big reduction in
the mixture fraction variance but the mean mixture
fraction seems not very sensitive to the change in C�.
Even though not shown here due to space limitations,
mean flow quantities such as Ũ and u� are also found
not to be very sensitive to changes in C�.

3.4. Numerical accuracy

3.4.1. Statistical stationarity
The hybrid method is designed to simulate only

statistically stationary flows such as the buff-body
flow studied here. Therefore, the statistical stationar-

Fig. 13. Profiles of mean axial velocity (Ũ (m/s)) (top plots) and the rms fluctuating axial velocity (u� (m/s)) (bottom plots)
at the axial locations 0.6Db (left plots) and Db (right plots) computed on 176 
 136, 128 
 96, 96 
 72, and 64 
 48 grids.
Npc � 100, NTA

P2P � 500.
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ity is first examined. For this purpose the time histo-
ries of the mean axial velocity and the mean turbulent
kinetic energy are plotted in Fig. 12 at the selected
observation locations (Table 2). The calculation is
performed on a 176 
 136 grid with the number of
particles per cell Npc � 50 and the time-averaging
factor NTA

P2P � 500, which, as will be shown later,
corresponds to the spatial and bias errors less than
5% in all the mean quantities. The figure shows that
the statistical stationary state is attained after about
8000 particle time steps for this case.

3.4.2. Grid convergence
The grid convergence is examined and the spatial

error is quantified in this section. The spatial error
results from the spatial discretization in the FV
method as well as from the mean field estimation,
i.e., kernel estimation and interpolation schemes used
in the particle algorithm due to the finite size of the
mesh cells. The spatial error in the hybrid method has
been extensively studied before [5,6], and it has been
shown that the method is second order accurate in

space. Therefore, an extensive study of spatial error
is not repeated here and it is rather intended to show
the grid convergence. For this purpose, the time-
averaged profiles of the mean velocity and the rms
axial fluctuating velocity, and the conditional mean
turbulent frequency and mean mixture fraction are
plotted in Figs. 13 and 14, respectively, to show
overall dependence of the calculated results on the
grid refinement. The dotted vertical lines shown in
Figs. 13 and 14 are drawn to mark the locations
where the spatial error is quantified as will be dis-
cussed below. As can be seen in these figures, both Ũ
and u� are very sensitive to the grid size indicating
relatively large spatial error in these fields, especially
in u� near the centerline. Fig. 14 indicates that the
mean fields � and ̃ are also very sensitive to the grid
size especially near the inlet plane behind the bluff-
body but are not as sensitive as Ũ and u�. To quantify
the spatial error and to verify the second-order spatial
accuracy of the hybrid method, the mean quantities
Ũ, u�, �, and ̃ are plotted against M�2 in Fig. 15 at
the selected locations specified in Table 3. The sym-

Fig. 14. Profiles of conditional mean turbulent frequency (� (1/s)) (top plots) and mean mixture fraction (̃) (bottom plots) at
the axial locations 0.6Db (left plots) and Db (right plots) computed on 176 
 136, 128 
 96, 96 
 72, and 64 
 48 grids. Npc �
100, NTA

P2P � 500.
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bols in Fig. 15 represent the numerical results and the
lines are linear least-squares fits to the numerical
data. The approximate linear relationship between the
mean quantities and M�2 confirms the expected sec-
ond order accuracy. To quantify the spatial error and
to determine the grid size required for a given error
tolerance, we define the normalized spatial error for a
mean quantity Q as

�sQ
�

�QM,Npc
� Q,Npc

�
max ��Q,Npc

�, �s�Qref��
(21)

where QM,Npc
is the numerical result obtained using

M2 grid cells with Npc number of particles per cell,
Q,Npc

is the extrapolated value as M 3  while
keeping Npc constant, Qref is the reference value
taken as the largest value of Q in magnitude at the
inlet and �s is a positive number taken here as 0.2.
Based on Eq. 21, the approximate grid sizes required
for a 5% error tolerance for the mean fields Ũ, u�, �,
and ̃ are calculated at the observation locations, and
are shown in Table 4. As can be seen in this table, a
176 
 135 (corresponding to M�2 � 4.21 
 10�5)
grid is sufficient to reduce the spatial error below 5%
in all the mean quantities at these locations.

3.4.3. Bias error
Bias error is a deterministic error caused by using

a finite number of particles and is expected to scale as
Npc

�1 [12]. To explore the bias error in different mean
quantities, calculations are performed using different

Fig. 15. Time-averaged mean quantities against the inverse of the total number of grid cells M�2 at the selected locations (Table
3) showing the expected second order accuracy of the method. The solid lines are linear least-square fits to numerical data.

Table 3
Six selected locations in the computational domain used
to quantify spatial and bias errors; Db � 50 mm is bluff-
body diameter and Rj � 1.8 mm is jet radius

Axial
distance (x)

Radial distance (r)

Location 1 0.6Db 0.0
Location 2 0.6Db Rj

Location 3 0.6Db mid bluff-body � 13.4 mm
Location 4 Db 0.0
Location 5 Db Rj

Location 6 Db mid bluff-body � 13.4 mm
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number of particles per cell ranging from Npc � 20
to Npc � 160 on a 128 
 96 grid. The radial profiles
calculated with various values of Npc are plotted for
Ũ and u� in Fig. 16 and for � and ̃ in Fig. 17 to show
the overall variations of the bias error in these quan-
tities. The dotted vertical lines shown in Figs. 16 and
17 are again drawn to mark the locations where the
bias error is quantified as will be discussed below.
The small differences between the radial profiles in-

dicate very small bias error in all the mean quantities
as being consistent with the earlier results obtained
with the hybrid method [5,6]. To quantify the bias
error and to verify the expected scaling with Npc, the
mean quantities Ũ, u�, �, and ̃ are plotted against
Npc

�1 in Fig. 18 at the selected locations (Table 3). In
Fig. 18, the symbols represent the numerical calcu-
lations and the solid lines are the linear least squares
fits to the numerical data. The approximate linear

Table 4
Computational grid required for 5% spatial error tolerance

Ũ u� v� � ̃ �

Location 1 70 
 53 176 
 135 158 
 119 48 
 36 32 
 24 100 
 75
Location 2 99 
 74 170 
 127 175 
 131 69 
 52 75 
 57 111 
 84
Location 3 71 
 53 19 
 14 59 
 45 51 
 39 48 
 36 103 
 78
Location 4 87 
 65 138 
 104 147 
 110 77 
 58 65 
 49 48 
 36
Location 5 19 
 14 136 
 102 148 
 111 99 
 74 93 
 70 71 
 53
Location 6 54 
 40 100 
 75 104 
 78 19 
 14 34 
 26 95 
 71

Fig. 16. Profiles of mean axial velocity (Ũ (m/s)) (top plots) and the rms fluctuating axial velocity (u� (m/s)) (bottom plots)
at the axial locations 0.6Db (left plots) and Db (right plots) computed on 128 
 96 grid and Npc ranges from 20 to 160. NTA

P2P

� 500.
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relationship between the mean quantities and Npc
�1

confirms the expected scaling of the bias error. Sim-
ilar to the normalized spatial error, the normalized
bias error for a mean quantity Q is defined as

�bQ
�

�QM,Npc
� QM,�

max ��QM,�, �b�Qref��
(22)

where QM,Npc
is the numerical result obtained using

Npc number of particles per cell with M2 grid cells,
QM, is the extrapolated value as Npc 3  while
keeping the grid size the same, Qref is the same
reference value as used in Eq. 21 for the spatial error
and �b is a positive number taken as 0.2. Table 5
shows the minimum number of particles per cell
needed to reduce the bias error below 5% error tol-
erance for the mean quantities Ũ, u�, �, and ̃ at the
selected locations. As can be seen in this table, the
largest bias error occurs in � and about 30 particles
per cell are sufficient to have the bias error less than
5% in all the mean quantities at these locations.

4. Conclusions

Computations using a velocity-turbulent frequen-
cy-compositions joint PDF method combined with a
consistent hybrid FV/particle solution algorithm are
reported for a bluff-body stabilized turbulent flame.
A simple flamelet chemistry model is used in the
present study and it is intended to form the founda-
tions for the future PDF calculations of the bluff-
body flames with detailed chemistry models. Hence
the focus here is placed on the accurate calculations
of the mean flow, turbulence and mixing.

It is demonstrated that the method is convergent
in terms of reaching a statistically stationary state and
also in terms of grid refinement and particle numbers.
A 176 
 136 grid and 30 particles per cell are found
to be sufficient to reduce the spatial and bias errors
below a 5% error tolerance. The performance of the
joint PDF method is assessed in terms of predicting
the flow and scalar mean fields by comparing the
computed radial mean profiles with the available ex-

Fig. 17. Profiles of conditional mean turbulent frequency (� (1/s)) (top plots) and mean mixture fraction (̃) (bottom plots) at
the axial locations 0.6Db (left plots) and Db (right plots) computed on 128 
 96 grid and Npc ranges from 20 to 160. NTA

P2P

� 500.
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perimental data. Considering the simplest velocity,
mixing and chemistry models are used in the com-
putations, the PDF method predicts both the flow and
scalar mean fields very well especially within the
recirculation zone.

The sensitivities of the computational results to
the model constants C�1 in the turbulent frequency
model and C� in the mixing model are also investi-

gated. It is found that all the mean quantities but
especially the mean turbulent frequency and the rms
fluctuating velocity are very sensitive to the changes
in C�1. It is observed that the mixing model constant
C� has a strong influence on the rms fluctuating
mixture fraction but not much influence on the mean
mixture fraction and the mean flow quantities.

It is found that about 40 CPU hours are needed to
carry out a PDF simulation for the present bluff-body
flame with the spatial and bias errors less than 5% in
the all mean quantities on a 500 Mhz single processor
PIII PC.
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Fig. 18. Time-averaged mean quantities against Npc
�1 at the selected locations (Table 3) showing the expected scaling for bias

error. The solid lines are linear least-square fits to numerical data.

Table 5
Number of particles per cell (Npc) required for a 5% bias
error tolerance

Mean fields Ũ u� v� � ̃ �

Location 1 9 9 9 29 3 1
Location 2 2 3 3 30 23 10
Location 3 5 7 4 3 1 5
Location 4 6 16 4 13 1 13
Location 5 4 5 7 12 8 7
Location 6 9 8 8 1 3 11
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