
Combustion and Flame 146 (2006) 109–130
www.elsevier.com/locate/combustflame

Comparative study of micromixing models in transported
scalar PDF simulations of turbulent nonpremixed

bluff body flames

Bart Merci a,∗, Dirk Roekaerts b, Bertrand Naud c, Stephen B. Pope d

a Department of Flow, Heat and Combustion Mechanics, Ghent University—UGent, Ghent, Belgium
b Department of Multi-Scale Physics, Delft University of Technology, Delft, The Netherlands

c CIEMAT, Madrid, Spain
d Mechanical and Aerospace Engineering, Cornell University, Ithaca, NY, USA

Received 16 November 2005; received in revised form 13 March 2006; accepted 11 April 2006

Available online 30 May 2006

Abstract

Numerical simulation results are presented for turbulent jet diffusion flames with various levels of turbulence–
chemistry interaction, stabilized behind a bluff body (Sydney Flames HM1–3). Interaction between turbulence
and combustion is modeled with the transported joint-scalar PDF approach. The mass density function transport
equation is solved in a Lagrangian manner. A second-moment-closure turbulence model is applied to obtain accu-
rate mean flow and turbulent mixing fields. The behavior of two micromixing models is discussed: the Euclidean
minimum spanning tree model and the modified Curl coalescence dispersion model. The impact of the micromix-
ing model choice on the results in physical space is small, although some influence becomes visible as the amount
of local extinction increases. Scatter plots and profiles of conditional means and variances of thermochemical
quantities, conditioned on the mixture fraction, are discussed both within and downstream of the recirculation
region. A distinction is made between local extinction and incomplete combustion, based on the CO species mass
fraction. The differences in qualitative behavior between the micromixing models are explained and quantitative
comparison to experimental data is made.
© 2006 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction

With increasing computer power the transported
PDF methodology, introduced by Pope [1] to model
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turbulence–chemistry interactions in numerical sim-
ulations of turbulent nonpremixed flames, becomes
more and more tractable. In the present paper, this
method is applied to turbulent jet diffusion flames
that are stabilized behind a bluff body: the Sydney
bluff body flames HM1–3. These flames have been
target flames in the international series of TNF work-
shops [2] and are very well documented [2–4]. The
Published by Elsevier Inc. All rights reserved.
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Nomenclature

D diameter (m)
k turbulent kinetic energy (m2/s2)
N number
Sc Schmidt number
T temperature (K)
u+ dimensionless velocity, U/Uτ (–)
U mean axial velocity component (m/s)
Uτ wall stress velocity,

√
τw/ρ (m/s)

V mean radial velocity component (m/s)
W molecular weight (kg/mol)
y normal distance from nearest solid

boundary (m)
y+ dimensionless normal distance from

nearest solid boundary, yρUτ /μ (–)
Y species mass fraction (–)
Z total element mass fraction (–)
Γ diffusivity (Pa s)
ε turbulent dissipation rate (m2/s3)

μ dynamic viscosity (Pa s)
ξ mixture fraction (–)
ρ density (kg/m3)
τ time (s)/stress (Pa)
ψ composition sample space vector

Subscripts

b bluff body
c convection
cf co-flow
d diffusion
w wall
C carbon
F fuel
H hydrogen
O oxygen/oxidizer
PC particles per cell
configuration combines a complex flow and mixing
field with well-defined boundary conditions so that
it is appealing to modelers. There is an increasing
amount of interaction between turbulence and com-
bustion from flame HM1 to HM3, including local ex-
tinction. A more detailed description is given in the
next section.

In a recent article Liu et al. [5] extensively illus-
trated the numerical accuracy of their results for the
test case mentioned, applying the joint PDF of veloc-
ity, turbulence frequency, and composition (species
mass fractions and enthalpy). In the present paper,
we use similar numerical settings. A major differ-
ence from the method of [5] is that here we only
include the scalar thermochemical quantities as in-
dependent variables in the PDF. Turbulence is mod-
eled with the “modified LRR-IP” second-moment-
closure model, as recommended in [6]. It is illus-
trated that this leads to accurate flow and turbulence
fields.

The focus of the paper is on the performance of
two widely used micromixing models: the CD (mod-
ified Curl’s “coalescence dispersion”) [7] and the
EMST (“Euclidean minimum spanning tree”) model
[8–10]. The discussion mainly concerns scatter plots
and conditional profiles (conditioned on mixture frac-
tion).

The skeletal mechanism of [11] is applied as
a chemistry model. Radiation is neglected, since this
does not affect the observations in the present paper
(see discussion later).
2. Test case description

2.1. Experimental setup

A central fuel jet (diameter 3.6 mm), 50% H2 and
50% CH4 by volume, emerges from the burner noz-
zle exit. Table 1 gives the bulk jet exit velocities for
the three flames. As usual, flow field results will be
compared to experiments with slightly different in-
flow conditions (HM1e and HM3e), which are also
given in Table 1. The co-flow air stream, with free
stream mean velocity as in Table 1, is separated from
the fuel jet by the bluff body burner (outer diameter
Db = 50 mm). A more complete description is found
in [2–4]. It is noteworthy that the planes with the ex-
perimental data are within the recirculation region and
in the neck zone downstream, not in the jetlike flame
further downstream. Fig. 1 visualizes the geometry,
flow, and temperature fields by means of a numeri-
cal simulation result for flame HM3. This qualitative
figure is analyzed quantitatively below.

2.2. Numerical setup

The simulations have been performed with Fluent,
Version 6.2. In the numerical simulations, a nonuni-
form rectangular computational mesh containing 90×
100 cells is used. These numbers are in between the
values of grids B and C of [5]. In [12] a grid refine-
ment study has been performed for flame HM1 in
the framework of preassumed PDF simulations. The
grid inlet plane is positioned at x = −0.2Db, i.e., up-
stream of the nozzle exit x = 0, in order to simulate
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Table 1
Bulk velocities of jet and co-flow in the different flames

Case Ub (m/s) Ucf (m/s)

HM1 118 40
HM2 178 40
HM3 214 40
HM1e 108 35
HM3e 195 35

the streamline curvature behind the bluff body accu-
rately. This was not possible in [5]. As in [5], the
grid extends to x = 7.2Db and, in the radial direc-
tion, from r = 0 to r = 3Db. There are 8 cells within
the fuel jet, 60 cells over the bluff body (stretching
from the edges toward the middle of the bluff body),
and 32 cells in the co-flow stream (stretching from the
bluff body toward the outer radial grid boundary).

A fully developed central fuel jet is imposed at
the inlet boundary. At the outer radial boundary and
the right boundary, outflow conditions are applied (at-
mospheric static pressure is prescribed and zero ra-
dial and axial derivatives, respectively, are imposed).
A boundary layer flow with the correct free stream
velocity is applied for the co-flow air stream. At the
adiabatic solid boundaries, among which is the bluff
body face, the grid is such that y+ < 2. Thus the
low-Reynolds-number relation u+ = y+ is imposed
in the neighboring cells. For the species, zero diffu-
sive fluxes are applied.

As in [5,13], the transport equation for the mass
density function is solved in a Lagrangian manner,
following a large number of particles. The number of
particles per cell, NPC, is set to NPC = 100, as sug-
gested in [5]. In combination with time averaging over
the latest 100 iterations to reduce statistical error, this
value for NPC is considered sufficiently high.

As in [5,13], the ISAT technique (in situ adap-
tive tabulation) [14] is applied to incorporate detailed
chemistry in an efficient manner. In [5] it is argued
that an error tolerance εtol = 10−4 is sufficiently ac-
curate for all species, except for NO, within their nu-
merical setup for the simulations. Fig. 2 shows that
the values of temperature and CO and OH mass frac-
tions, conditional at stoichiometric conditions, do not
vary much when the error tolerance is decreased down
to εtol = 2 × 10−5. The values presented in Fig. 2
are mean values at given axial positions, obtained
from the particles with mixture fraction in the interval
0.045 < ξ < 0.055. Since this is around the stoichio-
metric mixture fraction value ξst ≈ 0.05, this is the
most sensitive region in composition space. Table 2
quantifies the differences for the three quantities men-
tioned. The relative difference is reported as

(1)δ = |φε=10−4 − φε=2.10−5 |
φ

× 100

ε=2.10−5
Fig. 1. Contours of mean axial velocity and mean tempera-
ture (flame HM3).

with φ equal to temperature or CO or NO mass frac-
tion. Table 2 illustrates that the largest differences are
observed for the minor species OH. Still, the values
remain very small. The major focus of the present pa-
per is on temperature and CO mass fraction, so that
the value εtol = 10−4 is considered sufficient, as was
the case in [5]. Finally, we remark that the results in
physical space are indistinguishable for the three error
tolerances considered in Fig. 2 (not shown).

3. Modeling description

3.1. Turbulence modeling

The simulation results have been obtained with
the modified LRR-IP Reynolds stress model, as sug-
gested in [6]. This is the original LRR-IP model [15]
for the pressure rate-of-strain term, but the value of
model constant cε1 in the dissipation-rate transport
equation is increased from cε1 = 1.44 to cε1 = 1.6,
in order to obtain better spreading-rate predictions for
the round jet.
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Fig. 2. Sensitivity on ISAT error tolerance of temperature and CO and OH mass fraction at stoichiometric conditions for flames

HM1–3.
Table 2
Relative difference (in %) between the values with εtol =
10−4 and εtol = 2 × 10−5

Position x = 0.6Db x = 1.8Db

HM1 HM2 HM3 HM1 HM2 HM3

T 0.2 0.1 0.2 0.5 0.8 0.4
CO 0.8 1.6 1.2 0.6 0.3 0.9
OH 0.3 1.6 0.5 4.3 2.1 1.0
There are some differences between the RSM
model as applied here and the formulation in [6] with
respect to the turbulent diffusion terms. The diffusion

of the Reynolds stress ˜u′′
i
u′′
j

is modeled here as

(2)Dt,ij = ∂

∂xl
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∂ ˜u′′
i
u′′
j

∂xl

)
,

instead of
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Table 3
Turbulence model constants

Constant C1 C2 σk σε cε1 cε2 cμ

Value 1.8 0.6 0.82 1.0 1.6 1.92 0.09

The eddy viscosity is defined as

(3)μt = cμρ
k2

ε
.

The diffusion term in the dissipation rate transport
equation is modeled as

(4)Dε = ∂

∂xl

((
μ + μt

σε

)
∂ε

∂xl

)
,

instead of

Dε = Cε
∂

∂xl

(
ρ

k

ε
˜u′′
l
u′′
m

∂ε

∂xm

)
.

Finally, we note that buoyancy effects are not con-
sidered. An overview of the model constants is given
in Table 3. The fluent standard values are applied for
σk and σε . The influence of these model constant val-
ues on the results is expected to be small.

3.2. Chemistry modeling

As mentioned, the skeletal scheme of [11] is ap-
plied as a detailed chemistry model. It contains 31
reactions with 16 species: CH4, O2, H2O, CO2, CO,
H2, H, O, OH, HO2, H2O2, CH3, CH3O, CH2O,
HCO, and N2.

In [16] it is illustrated for Sandia Flames D–F [2,
17] that combustion mechanisms based on C1 chem-
istry can lead to significantly greater amounts of local
extinction than are observed experimentally, and they
are compared to mechanisms where C2-species are
included. This deserves further research but is con-
sidered beyond the scope of the current paper.

3.3. Particle motion

As in [13], the following modeled transport equa-
tion for the mass density function F(ψ;x, t) =
〈ρ〉f̃ (ψ;x, t) is solved (with f̃ (ψ;x, t) the Favre
PDF):

∂F

∂t
+ ∂

∂xj
(ŨjF ) + ∂

∂ψk
(SkF )

(5)= ∂

∂xj

(
Γt

∂f̃

∂xj

)
+ ∂

∂ψk

(〈
1

ρ

∂Ji,k

∂xi

∣∣∣ψ
〉
F

)
.

As explained in [13], the equation is solved in a La-
grangian manner with local time stepping. The parti-
cles reflect at solid boundaries. In the random walk
model for the turbulent diffusion term, the turbu-
lent diffusivity is defined as Γt = μt/Sct . A constant
turbulent Schmidt number Sct = 0.85 is applied, as
in [18]. We apply the standard value Cφ = 2.0 for
the CD model [7]. For the EMST model, the value
Cφ = 1.5 is recommended in [16,19]. Here we ap-
ply both values of Cφ with the EMST micromixing
model.

4. Results for flame HM1

4.1. Results in physical space

4.1.1. Flow field results
All results reported in this section are Favre means

and Favre fluctuations.
Fig. 3 shows flow field profiles for HM1 at x =

0.2Db, x = 0.6Db, x = 1.4Db, and x = 1.8Db. The
experimental data, shown as filled square symbols,
are for case HM1e (see Table 1). Typically (e.g., [5,
6,20–22]), flow field results are compared to these
experimental data (with slightly different inlet condi-
tions than HM1), because this data set contains mea-
surements at more positions than for HM1. Also more
than one data set is provided [2] for HM1e, so that
an impression of the variability in experimental flow
field data is given. We show the HM1 data, too, as
open square symbols.

The primary general observation is that the differ-
ences between the profiles for the two mixing models
are very small. As such, the choice of micromixing
model in general does not strongly affect the mean
flow field: due to the relatively small amount of local
extinction for any micromixing model in the recir-
culation region (see next section), the mean density
field remains very similar. As a consequence, the ther-
mal expansion and, more importantly, the turbulent
(shear) stresses’ evolution remain practically unaf-
fected. Some small differences between the different
micromixing model profiles become visible further
downstream, due to an increasing amount of local ex-
tinction with the CD model, in contrast to the EMST
model (see next section). As a result, different mean
density fields are predicted downstream of the recir-
culation region, but differences in the flow field pro-
files remain small.

For the Favre mean axial velocity component,
overall satisfactory agreement with experimental data
is obtained. Near the axis some overprediction is ob-
served. This is due to the overprediction of mean tem-
perature in the recirculation region (see later, Fig. 5):
the central fuel jet is slowed down less rapidly due
to lower values of the turbulent shear stress (which
is proportional to the mean density). Indeed the near-
axis overprediction was not observed in [6], where the
mean temperature in the recirculation region was in
better agreement with experimental data. For the dis-
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Fig. 3. Radial profiles of mean axial and radial velocity component and rms value of fluctuations (HM1).
cussion of the scatter plots and conditional profiles,
which is the focus of the current paper, the near-axis
overprediction is not considered a major problem, be-
cause the mixture fraction is at the rich side end,
where not much happens in composition space. As
such, it is by far more important that accurate mean
velocity profiles and turbulent fluctuation levels are
obtained in physical space where mixture fraction val-
ues are around stoichiometry in composition space. It
is remarked that the recirculation region length is very
well reproduced, but it is slightly too narrow, espe-
cially at the lean side. However, notable differences
are observed between experimental data sets HM1
and HM1e with respect hereto.
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The quality of the mean radial velocity compo-
nent is considered acceptable. The general patterns
are clearly followed, and note that the radial velocity
component is typically much smaller than the axial
component, so that the mean flow field is relatively
insensitive to discrepancies in the radial velocity com-
ponent.

Agreement for the velocity fluctuations is consid-
ered very reasonable, too, indicating that turbulence
is accurately reproduced. Only the axial velocity fluc-
tuations are reported here (the results for the radial
velocity fluctuations are comparable). Note again the
differences at x = 1.8Db between HM1 and HM1e:
the simulations are in better agreement with HM1e.
The double peak for u′′ in HM1 is consistent with
the plateau of low mean axial velocity in this data
set (leading to low rms values in between the regions
of high production of turbulent kinetic energy). This
double peak is not captured in the simulations, is not
present in the HM1e data set (neither is the plateau of
low mean axial velocity), and has not been observed
in recent LES simulations [20–22].

4.1.2. Scalar field results
Fig. 4 shows radial profiles for (Favre) mean mix-

ture fraction and rms values of the mixture fraction
fluctuations at x = 0.26Db, x = 0.6Db, x = 1.3Db,
and x = 1.8Db. Although there are no differential dif-
fusion effects, the mixture fraction is computed from
Bilger’s formula [23]:

(6)ξ =
2(ZC−ZC,O)

WC
+ ZH−ZH,O

2WH
− ZO−ZO,O

WO
2(ZC,F−ZC,O)

WC
+ ZH,F−ZH,O

2WH
− ZO,F−ZO,O

WO

.

The stoichiometric mixture fraction value is ξst ≈
0.05.

Differences between the mean mixture fraction
profiles for the EMST and the CD model are indis-
cernible in the figures, as could be expected from
the very small differences in the flow field profiles
(the mixing model choice indeed has no direct effect
on the mean mixture fraction, only an indirect effect
through the mean density). Due to the overestimated
mean axial velocity near the axis the mean mixture
fraction is overpredicted, too, in particular close to the
burner. As already mentioned, this is not considered a
major problem within the scope of the current paper.
The mean mixture fraction profiles are in general too
narrow. This is not directly related to a jet spreading
rate, because the positions considered are not in the
jet region.

Agreement of mixture fraction variance with ex-
perimental data in Fig. 4 is satisfactory. The peak val-
ues and the global level of rms fluctuations are very
well predicted. Moreover, the shift in radial position
of the rms peak value from r = 0.1Rb to r = 0.5Rb
is reproduced. Mixture fraction variance is slightly
underestimated in the recirculation region. Note that
the level of velocity fluctuations is not too low (see
Fig. 3), so that the underprediction of mixture fraction
variance indicates that the scalar dissipation rate is too
high, since the agreement for mixture fraction gradi-
ent is good. Some improvement is observed as Cφ is
decreased to Cφ = 1.5. Outside of the recirculation
region, overall agreement is satisfactory (apart from
some near-axis overprediction at x = 1.3Db). Note
that mixture fraction variance is overpredicted down-
stream of the recirculation region with Cφ = 1.5. Fi-
nally, we also note that the results for CD and EMST
with Cφ = 2.0 agree, as expected.

From now on we restrict ourselves to two axial po-
sitions: x = 0.6Db (inside the recirculation region)
and x = 1.8Db (downstream of the recirculation re-
gion).

Fig. 5 reveals profiles for Favre mean temperature
and rms values of the temperature fluctuations. Over-
prediction of the mean temperature at x = 0.6Db is
mainly due to the underprediction of the mean mix-
ture fraction (so that it becomes closer to the stoichio-
metric value) and partly due to the neglect of radia-
tion. Similarly, underprediction near the axis further
downstream is due to overprediction of mean mixture
fraction in this region (as well as due to the chem-
istry model, as can be seen later in the conditional
mean profiles of Fig. 8 in this region of physical space
and for values of mixture fraction around ξ = 0.4).
The peak temperature at x = 1.8Db is better predicted
with the EMST model (best agreement is obtained
with Cφ = 1.5).

The temperature fluctuation levels are in good
agreement with experimental data. In the recirculation
region (x = 0.6Db), the underestimation of mixture
fraction variance (Fig. 4), in combination with the
overpredicted mean temperature, leads to correct rms
values of temperature fluctuations with both mixing
models for Cφ = 2. With Cφ = 1.5, the temperature
fluctuations are somewhat overpredicted. The largest
temperature fluctuations are observed at the outer ra-
dial edge of the recirculation region: a combined view
with Fig. 3 reveals that the radial position of maxi-
mum rms(T ′′) coincides with the position where U

becomes positive again. This is not surprising: turbu-
lence production is large in this region with strong
turbulent shear stresses, so that the fluctuations are
strong. At the inner edge of the recirculation region,
where velocities and turbulent shear stresses are even
larger, this is not visible (except close to the burner,
x = 0.26Db, not shown), because the gas composition
there is further away from stoichiometric conditions
ξst = 0.050 (Fig. 4), so that strong mixture fraction
fluctuations in this region (Fig. 4) do not lead to large
temperature fluctuations. Behind the recirculation re-
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Fig. 4. Radial profiles of mean mixture fraction and rms value of mixture fraction fluctuations (HM1).
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Fig. 5. Mean temperature and rms value of temperature fluctuations (HM1).
gion (x = 1.8Db) the rms(T ′′) profile has the same
shape as the mean temperature profile, indicating that
the fluctuation intensity is more or less uniform. In-
deed velocity gradients are less pronounced in this
region.

For the major species, similar global pictures are
observed (not shown).

Fig. 6 shows profiles for the minor species CO.
The mean CO mass fraction is underestimated in the
recirculation region. This is in line with the over-
estimated mean temperature and the underestimated
mean mixture fraction. At the lean side of stoichiom-
etry, there is a very strong sensitivity of the CO mass
fraction value on the mixture fraction value (see, later,
Fig. 9). As a result, some differences are visible. The
lower values for EMST with Cφ = 1.5 at x = 0.6Db
are due to the slightly lower mean mixture fraction
values in this zone (hardly visible in Fig. 4).

4.2. Results in composition space

The results in composition space are presented as
profiles of conditional means and variances, as well
as by scatter plots. For the construction of the con-
ditional means and variances profiles, the mixture
fraction interval length is 0.005. The means and vari-
ances are not weighted by density or particle numeri-
cal weights.

In the discussion of the results in mixture fraction
space, the ratio of two time scales is used, shown in
Fig. 7:

TR = min(τc; τd)

C−1
φ

k
ε

=
min

( k3/2/ε√
U2+V 2

; k
ε

)

C−1
φ

k
ε

(7)= Cφ min

( √
k√

U2 + V 2
;1

)
.

These time scales are obtained from the mean velocity
and the turbulence length and time scales associated
with the energy-containing eddies. The numerator of
(7) is the minimum of a local mean convection time
scale and a macroscale turbulent diffusion time scale,
set equal to the local integral turbulent time scale. The
denominator of (7) is the characteristic micromixing
time scale, which is, as usual, assumed to be pro-
portional to the macroscale turbulent diffusion time
scale. The exact value of (7) is not as important as
the correct order of magnitude for the discussion here.
We describe the phenomena from a Eulerian point of
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Fig. 6. Mean CO species mass fraction and rms value of fluctuations (HM1).

Fig. 7. Time scale ratio: particle residence time divided by mixing time (HM1).
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Fig. 8. Conditional means and fluctuations of temperature (HM1).
view. For sufficiently small convection time scales,
the ratio (7) at a certain position expresses in a sense
the time it takes for a cloud of particles to be con-
vected by the mean flow field through an eddy in the
energy containing range in the turbulence spectrum,
compared to the time scale of the mixing processes
taking place in the cloud of particles in the eddy. The
larger the ratio (7), the more time particles receive to
interact with other particles before they move out of
the eddy due to mean convection.

In the left part of Fig. 7, the recirculation pattern
behind the bluff body can be recognized. At the edges
of the recirculation zone the convective time scale ra-
tio in (7) reaches peak values: the mean velocities are
small and at the same time the turbulent kinetic en-
ergy level is relatively large. Downstream of the recir-
culation region only one peak is observed, around the
radial position where the mean axial velocity reaches
its minimum value (Fig. 3).

The right-hand side of Fig. 7 shows the same pro-
files in the region where the mean mixture fraction
takes values relevant for the discussion of the con-
ditional profiles and the scatter plots, as is discussed
next. The thin lines with round symbols are the sim-
ulation results for mean mixture fraction. The square
symbols denote the experimental values of mean mix-
ture fraction. A thin dashed line is drawn at the level
of stoichiometric mean mixture fraction.

Fig. 8 shows conditional means and rms values of
conditional fluctuations for temperature. In the condi-
tional mean profile, a serious overprediction of tem-
perature is observed around stoichiometric at x =
0.6Db, because the high level of conditional fluctu-
ations in the experimental data is not reproduced in
the simulations. (We remark that the level of experi-
mental conditional temperature fluctuations is much
higher for flame HM1 than for HM2 or HM3; see
later Figs. 14 and 18. This is due to a slight flame
lift-off of HM1 in the experiments [3,4], which is
not reproduced in the simulations.) As the level of
conditional fluctuations decreases in the experiments
further downstream, agreement improves in the sim-
ulations. In general, differences in the conditional
mean profiles between the micromixing models are
very small, so that we focus the discussion here on
the conditional fluctuations. At x = 0.6Db it is seen
in the simulation results in Fig. 7 that the mixing
time scale is relatively long compared to the convec-
tive time scale when ξ̃ < 0.06. As a result, condi-
tional temperature fluctuations are larger for ξ < 0.06
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Fig. 9. Conditional means and fluctuations of CO species mass fraction (HM1).
(Fig. 8). The position of the conditional rms peak
value is reached in the simulations at ξ ≈ 0.02 with
both mixing models, i.e., at the lean side of stoichio-
metric conditions. Note that in physical space, the
particles with ξ ≈ 0.02 are mainly around the posi-
tion of maximum (unconditional) rms value of spatial
temperature fluctuations (Fig. 5). In the experimen-
tal data, we see in Fig. 7 that the discussion above is
shifted toward higher mixture fraction values, which
is confirmed in the experimental data for conditional
rms(T ′′) in Fig. 8. (In order not to overload the figure,
no experimental data of the time scale ratio have been
included in Fig. 7; keeping in mind the very good
agreement for mean axial velocity and velocity fluctu-
ations, illustrated in Fig. 3, the discussion can be held
by means of the simulation results for the time scale
ratio.) At x = 1.8Db, a clear increase in conditional
fluctuations around stoichiometry is observed with
the CD model (while the level of conditional fluc-
tuations increases at the rich side, too). With EMST
this is not observed, due to the localness property:
particles mainly interact with neighboring particles in
mixture fraction space. The globally higher level of
conditional fluctuations with the CD model is due to
the intrinsic properties of the model (mixing between
randomly chosen pairs of particles).
Fig. 9 shows the conditional means and fluctua-
tions for the minor species CO. The same general
observations can be made as for temperature, for the
same reasons.

To conclude the discussion on the conditional pro-
files, we note that the influence of the value of Cφ is
small with the EMST mixing model.

5. Results for flame HM2

No flow field measurements are available for this
flame.

Fig. 10 shows profiles for mean mixture fraction
and the rms value of the mixture fraction fluctuations.
Agreement with experimental data is comparable to
what has been achieved for HM1 (Fig. 4). Mixture
fraction variance is overpredicted with Cφ = 1.5.

Fig. 11 reveals some slight differences between
the mixing models in the mean temperature profiles.
In the recirculation region, the experimentally ob-
served mean temperature increase toward r = 0.8Rb
is not well reproduced, because mean mixture frac-
tion is slightly underestimated (Fig. 10). (Note that
this phenomenon was correctly obtained in [5], but
in those results mean mixture fraction was some-
what overestimated.) With EMST, the maximum of
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Fig. 10. Radial profiles of mean mixture fraction and rms value of mixture fraction fluctuations (HM2).

Fig. 11. Mean temperature and rms value of temperature fluctuations (HM2).
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Fig. 12. Conditional means and fluctuations of temperature (HM2).
the mean temperature radial profile at x = 0.6Db is
still at the outer edge of the recirculation region, in
line with the experimental data. This is not the case
with CD.

Despite the good agreement for mixture fraction
variance (Fig. 10), the experimental dip in the tem-
perature fluctuations around r = 0.8Rb is not found
in the simulations, which explains why the mean tem-
perature is underestimated in this region. At x =
1.8Db, the peak temperature value is best predicted
by the CD model. Note that the CD model does not
overpredict the temperature fluctuations. The reason
for the better agreement with experimental data is the
better agreement for the conditional temperature in
this region (see Fig. 12). With EMST, the peak tem-
perature is overpredicted at x = 1.8Db, due to under-
prediction of local extinction (see below). Agreement
improves as Cφ is decreased to Cφ = 1.5, but at the
cost of somewhat worse overprediction of tempera-
ture fluctuations. As for flame HM1, the near-axis
underprediction for all models is due to mean mix-
ture fraction overprediction.

Fig. 12 shows the conditional means and fluctua-
tions of temperature. At x = 0.6Db, agreement with
experimental data for the conditional mean tempera-
ture is very good for all models. Note that agreement
is better than for HM1 (Fig. 8), where the experi-
mental conditional temperature fluctuations are much
higher. With the CD model, good agreement is re-
tained further downstream, while an overprediction of
conditional mean temperature is observed around sto-
ichiometric with the EMST model, due to underpre-
diction of the amount of local extinction. This is seen
in Fig. 13, as well as in the profiles for conditional
temperature fluctuations. Very good agreement is ob-
tained with the CD model, while the fluctuations are
seriously underestimated by the EMST model. The
latter is again due to the localness principle, which
makes the EMST model more strongly resistant to
local extinction. In Fig. 13, we indeed observe an evo-
lution of particles toward the inert mixing limit with
the CD model, in agreement with the experimental
observations. With the EMST model, this is by far less
pronounced. Lowering the Cφ -value does not remedy
this.

The scatter plots for CO mass fraction, shown in
Fig. 14, confirm these observations. Although further
in-depth research is required, the minor species CO
mass fraction seems an interesting quantity in that it
may allow one to distinguish between local extinc-
tion or inert mixing (lower values of CO mass frac-
tion) and incomplete combustion (higher values of



B. Merci et al. / Combustion and Flame 146 (2006) 109–130 123
Fig. 13. Scatter plots for temperature (HM2).
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Fig. 14. Scatter plots for CO mass fraction (HM2).
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Fig. 15. Radial profiles of mean axial velocity component and rms value of fluctuations (HM3).
CO), in contrast to, e.g., temperature or H2O (where
both phenomena lead to lower values). Experimen-
tally, relatively little local extinction is observed in
the recirculation region. Behind the recirculation re-
gion more local extinction is observed in the exper-
iments. The EMST model underestimates this local
extinction, which is in line with the results discussed
in [13,16]. The CD micromixing model does a better
job with respect to local extinction. The price to pay
seems that incomplete combustion is overestimated
with this mixing model: much higher (too high) val-
ues of CO mass fraction are obtained with the CD
model, in comparison to the experimental data.

6. Results for flame HM3

For flame HM3, with the strongest turbulence–
chemistry interaction in the series of flames consid-
ered here, no stationary solution is obtained with the
CD mixing model. The flame evolves toward global
extinction, but then reignites and a limit cycle occurs.
With the EMST mixing model, on the other hand,
a statistically stationary flame is obtained. Therefore,
we only report the EMST results for flame HM3. Dif-
ferences between Cφ = 1.5 and Cφ = 2.0 are very
small again, so that only the results with Cφ = 1.5 are
shown in the pictures.

As mentioned, the experimental flow field data
have been gathered for slightly different inflow con-
ditions (flame HM3e, see Table 1). Fig. 15 shows
that both the mean axial velocity component and the
rms value of its fluctuations are in good agreement
with experimental data. The overall level of accuracy
is comparable to what was obtained for flame HM1
(Fig. 3). We observe again a near-axis overpredic-
tion, but this is partly due to the higher inlet velocity
for flame HM3 than with HM3e. As explained above,
this overprediction is considered not dramatic for the
study of the mixing model, the purpose of the present
paper.

Fig. 16 confirms the good quality for the mean
mixture fraction and mixture fraction variance, as was
the case for HM1 (Fig. 3) and HM2 (Fig. 11). As for
flames HM1 and HM2, mixture fraction variance is
overpredicted in the recirculation region (Cφ = 1.5).

Fig. 17 reveals that, as for flame HM2, mean tem-
perature is underpredicted around r = 0.8Rb at x =
0.6Db. As mentioned in Section 5, this was not the
case in [5], but at the cost of relatively strong overpre-
diction of mean mixture fraction in this region. The
peak temperature is now at the inner edge of the recir-
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Fig. 16. Radial profiles of mean mixture fraction and rms value of mixture fraction fluctuations (HM3).

Fig. 17. Mean temperature and rms value of temperature fluctuations (HM3).
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Fig. 18. Mean CO species mass fraction and rms value of fluctuations (HM3).
culation region (in contrast to flame HM2, Fig. 11).
Again this is in line with the experiments for HM3,
where a shift of the mean reaction zone toward the
inner recirculation edge has been reported [3,4]. We
also observe excessive temperature fluctuations in this
zone, due to the overpredicted mixture fraction fluc-
tuations in a region where the mean mixture fraction
is close to stoichiometric (Fig. 16). At x = 1.8Db, the
mean temperature peak value is overestimated with
the EMST model, despite overprediction of the tem-
perature fluctuations. The near-axis underprediction
is due to mean mixture fraction overprediction again.

Fig. 18 shows the profiles for CO mass fraction.
Agreement with experimental data is satisfactory at
x = 0.6Db. The global overprediction at x = 1.8Db
is probably due to the chemistry model. It is indeed
well-known that C1-chemistry schemes overpredict
CO mass fractions. This is beyond the scope of the
current paper.

Finally, Figs. 19 and 20 show scatter plots for tem-
perature and CO mass fraction. In the temperature
scatter plots we see, as for flame HM2, too little local
extinction. As a result, the conditional mean values
are overpredicted (not shown). The same is true for
the CO mass fraction.
7. Discussion of the results in relation to existing
literature

Since recently many journal articles have appeared
on the Sydney bluff body flames, it is worthwhile to
discuss some aspects of our results in this context.

In [5], the joint PDF of velocity, turbulence fre-
quency, and composition has been applied, so that
the PDF methodology is applied to model turbu-
lence, too. Chemistry has been described by a 19-
species augmented reduced mechanism, including
C2-chemistry [24]. The model constant value Cφ =
1.5 is advocated. Agreement for the mean flow field
is slightly better in the recirculation region, but agree-
ment is worse near the axis from x = 1.2Db onward.
This is probably due to the better agreement in [5]
for mean mixture fraction and mean temperature in
the recirculation region for flame HM1: mean tem-
perature is not overpredicted, so that the central jet is
slowed down more rapidly than in the current paper
and underprediction of mean axial velocity is ob-
tained downstream of the recirculation region. This is
reflected in underestimated velocity fluctuations. As
a result of the flow field, agreement for mean mixture
fraction at x = 1.8Db is much better in the current pa-
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Fig. 19. Scatter plots for temperature (HM3).

Fig. 20. Scatter plots for CO species mass fraction (HM3).
per than in [5]. The mixture fraction variance profiles
are in better agreement with experimental data here,
too, compared to the results in [5]. (Note that the IEM
mixing model [25,26] has been applied in [5] for the
profiles in physical space, but as illustrated above, the
micromixing model choice hardly affects the mean
turbulent mixing field in physical space, so that di-
rect comparison to the results here can be made.) The
scatter plots for temperature presented in the current
paper are in very good agreement with the ones in [5],
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both inside and behind the recirculation region. This
illustrates the limited effect of the results in physi-
cal space on scatter plots. Here, we added CO scatter
plots, too, in order to make a distinction between in-
complete combustion and local extinction.

In general, the quality of the results in physi-
cal space in [5] is very similar to what had already
been obtained in [27] by the same research group.
The major difference between the two sets of re-
sults is the chemistry model: in [5] the detailed C2-
chemistry scheme was applied, whereas in [27] a sim-
ple flamelet/PDF technique was used. This indicates
that the chemistry modeling has only a small impact
on the observations for the test case under study.

In [28–30], the conditional moment closure
(CMC) technique is applied. The k–ε model is ap-
plied with cε1 = 1.6. In physical space the quality
of the results is comparable to what was presented
in the current paper, with better mean temperature
predictions in the recirculation region in [28]. The
conditional mean profiles for temperature and CO
species are practically the same in [28] and in the
present paper. In [29], CMC results had already been
presented with a different modification in the k–ε tur-
bulence model. Better agreement was obtained there
for mean mixture fraction and mixture fraction vari-
ance than in [28]. Still, the conditional mean profiles
were very similar, which once more indicates that the
quality of the turbulent mixing field in physical space
and the profiles in composition space are relatively
independent. This is confirmed by examining the re-
sults in [30], where the k–ε model with cε1 = 1.6 is
applied again. The results remain very similar to [29]
in general.

Finally, it is recalled that radiation has been ne-
glected in the present study. In [31] it has been il-
lustrated for the test case under study that inclu-
sion of radiation hardly affects the flow and mixing
field results, so that the present study is valid. The
study in [31] has been performed with a modified k–ε

model and a preassumed β-PDF with steady laminar
flamelet modeling for chemistry (where radiation has
been accounted for as a local heat loss). In general the
quality of the Favre mean profiles in physical space is
better in the present paper than in [31], due to appli-
cation of the SMC turbulence model.

8. Conclusions

The performance of two micromixing models in
the transported PDF methodology has been investi-
gated for the case of turbulent nonpremixed turbulent
jet flames, stabilized behind a bluff body.

In physical space reasonably accurate mean flow
and mixing fields have been presented with a SMC
turbulence model. For the unconditional means and
variances of temperature, major species, and CO in
physical space, there is still room for improvement, in
particular for flames HM2 and HM3.

In general, the micromixing model choice has only
a small influence on the results in physical space,
with the important exception that no steady solution
could be obtained for flame HM3 with the CD mix-
ing model. For the other two flames, some deviations
between EMST and CD become visible downstream
of the recirculation region, as the amount of local ex-
tinction increases with CD, affecting the mean density
field. The experimentally observed amount of local
extinction is underpredicted by the EMST model. De-
creasing the value of Cφ from 2.0 to 1.5 in general
slightly improves the results, in particular for mean
quantities in physical space. It also leads to a some-
what higher amount of local extinction (and thus to
slightly better agreement with the experiments), but
the global effect is small and fluctuations in physical
space are generally overpredicted with the lower Cφ -
value.

Starting from a comparison of the micromixing
time scale to the mean convection and turbulent dif-
fusion time scales, the observations on conditional
means and variances have been explained. A low sen-
sitivity of the EMST mixing model behavior on this
time scale ratio was observed. For the CD mixing
model, a much stronger sensitivity has been illus-
trated.

In the profiles for conditional means and vari-
ances the localness principle of EMST has been illus-
trated. Whereas the CD micromixing model clearly
has a tendency toward uniform conditional fluctua-
tion intensity downstream of the recirculation region,
the EMST model retains the original profile shape of
the conditional variances. Similarly the level of con-
ditional fluctuations does not increase very strongly
with EMST further downstream, in contrast to the CD
model behavior.

It has been argued that the CO species mass frac-
tion is an interesting quantity in that it may distin-
guish between local extinction (lower CO values)
and incomplete combustion (higher CO values). From
this observation it was derived from the scatter plots
that the EMST model underpredicts local extinction,
while CD yields better agreement with experimental
data for flames HM1 and HM2 (no steady solution
was obtained for flame HM3, as mentioned). On the
other hand, CD overestimates incomplete combus-
tion, while EMST performs well for all three flames
with respect hereto.
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