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Abstract

We describe a Lagrangian particle advection scheme which is intended for use in hybrid finite-volume (FV) large-eddy
simulation/filtered density function (LES/FDF) methods for low-Mach flows, but which may also be applicable to
unsteady probability density function (PDF) methods, direct numerical simulation (DNS) or any other situation where
tracking fluid particles is of concern. A key ingredient of the scheme is a subgrid reconstruction of the filtered velocity field
with desirable divergence properties, which is necessary for accurate evolution of the particle number density. We develop
reconstructions for 2D and 3D Cartesian staggered non-uniform grids. The reconstructed velocity field is continuous and
piecewise parabolic in the velocity-component direction. In the direction normal to the velocity component the reconstruc-
tion is piecewise linear. The divergence of the reconstructed field is bilinear in 2D (trilinear in 3D) within a given cell and
consistent with the discrete divergence given by the staggered-grid velocities. Though the reconstructed divergence field
may be discontinuous from cell to cell, the norm of the differences between the vertex values of the reconstructed diver-
gence for neighboring cells is minimized. As a consequence, the divergence is everywhere zero for the constant-density case.
A two-stage Runge–Kutta scheme is employed for advancement of the particle positions. To assess the performance of the
scheme we utilize a set of non-trivial velocity test functions which are designed to mimic realistic flow fields. We show that
an advection scheme based on the new velocity reconstruction method is effective at maintaining an accurate particle
number density in the particle-tracking limit.
� 2008 Elsevier Inc. All rights reserved.

PACS: 65C20; 76F65
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1. Introduction

A recent trend in the modeling of turbulent reacting flows is to combine large-eddy simulation (LES) with
the filtered density function (FDF) concept [9,24] into hybrid LES/FDF methods. In the present work, follow-
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ing Sheikhi et al. [29] and Raman et al. [27,28], we consider the use of a joint composition filtered mass density
function (FMDF) in which the filtered velocity is obtained from the LES solver and the subgrid velocity fluc-
tuations are modeled. The FMDF is modeled by a Lagrangian particle method and is tied to the LES solution
through the mean particle velocity and the mean particle mass density. These methods retain the principal
advantage of the probability density function (PDF) approach [23] in that the chemical source term appears
in closed form. They also leverage the maturity of low-Mach variable-density LES solvers (e.g. [7,13,22])
which achieve accuracy of the LES filtered velocity field together with stability of the numerical solution –
a non-trivial matter.

A key issue in hybrid LES/FDF methods is the consistency between the filtered mass density used in the
LES solver and the mean particle mass density derived from the ensemble of Lagrangian particles used to
model the FMDF. Various strategies are employed to reconcile the redundant density fields (see e.g.
[18,28,32]). At the numerical level, consistency between the corresponding Lagrangian and Eulerian density
fields requires that the cloud-in-cell (CIC) mean particle mass density evaluated at the finite-volume (FV) cell
center matches the FV LES filtered mass density (see e.g. [25] for a detailed discussion of CIC means). Given
an initial particle position distribution which is consistent with the LES filtered mass density, the density fields
will deviate due to: (1) errors in the numerical solution of the LES filtered mass density, (2) statistical errors in
the initial particle position distribution, (3) bias in the CIC mean particle density at forward times, (4) inac-
curacies in the particle advection scheme and (5) statistical noise from the model for the particle velocity fluc-
tuations which account for subgrid-scale (SGS) turbulent transport and also typically account for mean
molecular transport. In this paper, we address issues related to the accuracy of the particle advection scheme
and thus take the particle velocity fluctuations to be zero. This is known as the ‘‘particle-tracking limit.”

The inaccuracies of the advection scheme stem in part from errors in the estimation of the local filtered fluid
velocity from the discrete LES data. As pointed out by Pope [23], the divergence field that the particles expe-
rience plays a key role in the evolution of the particle position density (which, as we will show, is proportional
to the fluid filtered mass density). Jenny et al. [12] addressed this issue in a RANS (Reynolds-averaged Navier–
Stokes) context for two-dimensional (2D) Cartesian grids by designing an interpolation scheme that is piece-
wise parabolic in the velocity-component direction and linear in the direction normal to the velocity compo-
nent. The coefficients of the interpolation are specified so that the divergence varies bilinearly within the cell
and approximates the finite-volume divergence at the cell vertices. Furthermore, the Jenny interpolation has
the property that particles see a zero divergence everywhere in the constant-density limit.

Our goal here is to improve upon the scheme of Jenny et al. [12]. The main contributions of the present
work are:

(1) a variant (with improved accuracy) of the 2D interpolation scheme of Jenny et al. [12] based on the piece-
wise parabolic method (PPM) of Colella and Woodward [5] and

(2) an extension of this scheme to 3D and non-uniform grids.

It should be mentioned that while the present work is motivated by hybrid LES/FDF methods, the scheme
is applicable across a range of particle-tracking problems utilizing Cartesian grids.1 For example, practically
all FDF methods are applicable to unsteady PDF methods. Further, with the introduction of improved meth-
ods for treating particle diffusion [15], particle-tracking methods are also applicable to DNS. Other applica-
tions include multi-phase flows where the drag law requires the local fluid velocity, such as modeling smoke
and water-droplet transport in fire simulations [16], tracking aerosols in environmental flows or cells in bio-
logical flows, and even describing fluid–structure interaction where structural materials are treated as material
points [2,3] which can fragment and interact with the fluid.

The remainder of this paper is organized as follows: in Section 2 we present the relevant governing equa-
tions for LES and particle FDF methods and establish the correspondence between the Lagrangian particle
position PDF and the Eulerian filtered mass density. Section 3 describes the new reconstruction method. In

1 Note that a staggered grid is not a requirement for use of the present method. However, the details are described here in terms of a
staggered arrangement. For collocated grids the reader should first apply the ‘‘Stage 2” correction described in [32] to obtain the final
vertex velocities (see Section 3.2).
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Section 3.1 we discuss the differences between PPM and PERM. In Section 3.2 we recast the Jenny interpo-
lation in terms of ‘‘parabolic edge reconstructions” of the continuous velocity field. The principal advantage of
this reformulation is that it allows the method to be readily extended to 3D. An overview of the 3D formu-
lation is presented in Section 3.4 with details given in Appendix A. In Section 4 we describe two Runge–Kutta
schemes for advancing the particle position ODE. Note that the velocity reconstruction and the time integra-
tion scheme together comprise the ‘‘Lagrangian particle advection scheme.” In Section 5 we present results for
three test cases: (1) a constant-density flow in 2D, (2) a variable-density flow in 2D and (3) a constant-density
flow in 3D. Suggestions for future research are given in Section 6 and conclusions are presented in Section 7.
Appendix B describes the extension of the scheme to non-uniform grids. An accuracy analysis is presented in
Appendix C and in Appendix D we provide a convergence study and thus verification of our 2D code.

2. Governing equations

In this section we describe the fields, properties and evolution equations which are relevant to the present
work for both the continuous and particles systems. We then discuss the requirements for correspondence
between these two systems.

2.1. Continuous system

The LES and FDF model formulations are a closed set of deterministic equations subject to random initial
conditions (i.c.s) and boundary conditions (b.c.s). For a given set of i.c.s and b.c.s, the solution of the trans-
port equations uniquely determines one realization of the filtered field. This is the continuous system. Note that
the continuous system is the model analog of the exact fluid system as discussed in Pope [25].

In LES the ‘‘large” and ‘‘small” scales are formally defined through a spatial filtering operation. The large
scales are simulated explicitly and the effects of the small scales must be modeled. A filtered field is defined by
convolution of an instantaneous field with a filter kernel Gðr; DÞ of characteristic filter width D. We take D to
be constant and uniform and henceforth omit it from the kernel argument list. We take the filter kernel to be
positive ðGðrÞP 0Þ, symmetric ðGðrÞ ¼ Gð�rÞÞ, and normalized ð

R
GðrÞdr ¼ 1Þ. For an arbitrary scalar

/ðx; tÞ, the filtered field is given by

h/ðx; tÞi‘ �
Z

Gðx� x0Þ/ðx0; tÞdx0: ð1Þ

The Eulerian velocity field and fluid mass density are denoted Uðx; tÞ and qðx; tÞ, respectively. In variable-
density flows it is usual to work in terms of the Favre-filtered velocity field defined by

hUjðx; tÞiL �
hqðx; tÞU jðx; tÞi‘
hqðx; tÞi‘

: ð2Þ

In hybrid LES/FDF methods hUðx; tÞiL is obtained from the LES solver. Details pertaining to the LES for-
mulation are beyond the scope of the present work. The interested reader is referred to [28].

In the present work we consider the transport of n/ random scalar fields /ðx; tÞ, with w � fw1;w2; . . . ;wn/
g

being sample space variables for each composition. A starting point for the development of the transport
equation for the composition FDF is to consider the fine-grained joint-PDF of compositions, f 0ðw; x; tÞ,
defined as a product of Dirac delta functions,

f 0ðw; x; tÞ �
Yn/

a¼1

dð/a½x; t� � waÞ � dð/½x; t� � wÞ: ð3Þ

Following Jaberi et al. [11], we then define the joint composition filtered mass density function (FMDF) by

F Lðw; x; tÞ �
Z

Gðx� x0Þqðx0; tÞf 0ðw; x0; tÞdx0: ð4Þ
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For an arbitrary random function, Qðx; tÞ, the conditionally filtered field is defined by

hQjwiL �
R

Gðx� x0Þqðx0; tÞQðx0; tÞdð/½x0; t� � wÞdx0

F Lðw; x; tÞ : ð5Þ

Utilizing (5) it can be shown that the FMDF evolves by

oF L

ot
þ o

oxj
½F LhU jjwiL� ¼ �

o

owa

F L
D/a

Dt

����w
� �

L

� �
; ð6Þ

where DðÞ=Dt � oðÞ=ot þU � rðÞ is the material derivative and summation is implied over repeated suffixes.
The conditional mean on the right-hand side of (6) accounts for chemical reaction (which is closed) and molec-
ular diffusion (which must be modeled).

2.2. Particle system

Due to the high dimensionality of F L, the numerical solution of existing models for (6) via a finite difference
method is intractable. Instead, it is usual to employ a Lagrangian particle method [23]. A general particle pos-
sesses the properties of mass, position, velocity, and composition, denoted m�;X�ðtÞ;U�ðtÞ and /�ðtÞ, respec-
tively. Superscript indices are used to distinguish particles and the superscript asterisk denotes a general
particle. We wish to represent the FMDF by an ensemble of such particles within the computational domain.
These particles together with their properties and evolution equations for their properties comprise the particle

system.
For the particle system it is convenient to work in terms of the mass density function, denoted F �/X ðw; x; tÞ.

Let M represent the total mass of fluid in a closed or periodic domain so that M is constant. This mass is
equally distributed among N particles such that each particle has mass m ¼ M=N . The initial position of
the ith particle, which is random, is XðiÞðt0Þ. In general we consider the fluid particle to follow a trajectory
defined by a random velocity field (even if the filtered field is deterministic the fluctuations are not) and so
the current particle position, XðiÞðtÞ, is also random, as is the current particle composition, /ðiÞðtÞ. We first
define the discrete mass density function to be

F �N ðw; x; tÞ � M
N

XN

i¼1

dð/ðiÞ½t� � wÞdðXðiÞ½t� � xÞ: ð7Þ

The expectation of F �N is the mass density function (MDF),

F �/X ðw; x; tÞ � hF �N ðw; x; tÞi;
¼ Mhdð/�½t� � wÞdðX�½t� � xÞi;
¼ Mf �/X ðw; x; tÞ;
¼ Mf �X ðx; tÞf �/jX ðw; tjxÞ; ð8Þ

where f �/X denotes the joint PDF of particle position and composition, f �X is the marginal PDF of particle posi-
tion, and f �/jX is the PDF of particle composition conditional on particle position.

The particle position and composition, respectively, evolve by

dX �j
dt
¼ U �j ; ð9Þ

d/�a
dt
¼ A�a; ð10Þ

where the composition drift coefficient A�aðtÞ accounts for the effects of chemical reaction (which is closed) and
molecular mixing, neither of which are addressed in this paper. In hybrid LES/FDF methods, the particle
velocity, U�ðtÞ, is decomposed into a conditional mean, hU�ðtÞjxi, and a fluctuating component, U0�ðtÞ. The
mean is obtained by an interpolation of the LES filtered velocity (which is only available at discrete grid loca-
tions) to the particle position. The specifics of this interpolation scheme are a key focus of this paper. The fluc-
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tuating velocity is modeled. For a discussion on the modeling considerations the reader is referred to [25].
Within the present work we consider only the ‘‘particle-tracking limit” in which U0�ðtÞ ¼ 0. With the particle
position and composition evolving by (9) and (10), for a constant mass system the particle MDF evolves by

oF �/X

ot
þ o

oxj
½F �/X hU �j jx;wi� ¼ �

o

owa

½F �/X A�a�: ð11Þ

2.3. Correspondence

An important point to appreciate about FDF methods is that the particle properties only indirectly repre-
sent statistical samples from (in the present case) the FMDF. The particle property evolution equations them-
selves imply a certain Fokker–Planck equation for the Lagrangian joint PDF of the particle properties, here
represented by the evolution equation for the particle MDF (11). Conceptually, the FMDF, F L, and the par-
ticle MDF, F �/X , are quite different entities in that the former is defined in terms of a physical-space filter and
the latter is based on a statistical expectation. However, the particle system can be designed such that the evo-
lution equations for the FMDF and particle MDF correspond (i.e., they have the same form), and hence with
corresponding initial and boundary conditions their solutions are identical. It is in this way that the particles,
which represent statistical samples from the Lagrangian joint MDF, also represent statistical samples from the
FMDF. As we now show, the evolution of the marginal PDF of particle position, f �X , plays a key role in main-
taining correspondence.

Note that the following left–right arrow symbol, () , is to be read, ‘‘corresponds to.” The fundamental
correspondence discussed above is

F Lðw; x; tÞ () F �/X ðw; x; tÞ: ð12Þ

Thus, the zeroth moment of the FMDF, which is the filtered density, corresponds to the zeroth moment of the
MDF,

hqi‘ ¼
Z

F Lðw; x; tÞdw()
Z

F �/X ðw; x; tÞdw ¼ MhdðX�½t� � xÞi ¼ Mf �X ðx; tÞ: ð13Þ

Integrating (6) over composition space and manipulating the result we obtain the filtered continuity
equation

DL lnhqi‘
DLt

¼ �r � hUiL; ð14Þ

where DLðÞ=DLt � oðÞ=ot þ hUiL � rðÞ. Similarly, when we integrate (11) over composition space we obtain

D� ln f �X
D�t

¼ �r � hU�jxi; ð15Þ

where D�ðÞ=D�t � oðÞ=ot þ hU�jxi � rðÞ.
By comparing (14) and (15), we can see that, with hUiL () hU�jxi and with f �X evolving by (15), an initially

consistent position distribution (i.e., Mf �X ðx; t0Þ ¼ hqðx; t0Þi‘) remains proportional to the filtered mass density
with the constant of proportionality being the inverse of the total system mass M�1. Thus, as discussed by
Pope [23] and Jenny et al. [12], the divergence field that the particles experience during their position evolution
(i.e., during the integration of (9)) is of fundamental importance for maintaining the correspondence between
the FMDF and the particle MDF.

3. Parabolic edge reconstruction

In the sections that follow we describe a variant of the 2D velocity reconstruction of Jenny et al. [12]
intended for use with Cartesian staggered grids. With our particular problem motivated as discussed above,
we switch to a more general terminology: We work in terms of the staggered-grid velocity data
½Uiþ1

2;j;k
; V i;jþ1

2;k
;W i;j;kþ1

2
�T for all i; j; k, which are the fundamental quantities represented on the (3D) grid.
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The suffix notation, which represents the physical-space storage location, is described more precisely below.
All the parameters of the reconstruction are ultimately related to the staggered-grid velocities which are avail-
able from the flow solver only at discrete grid locations. The general problem we wish to solve is: given the
discrete velocity data, provide ‘‘accurate” reconstructions of the continuous velocity field UðxÞ ¼
½UðxÞ; V ðxÞ;W ðxÞ�T, to be used in an advection scheme for advancing the particle position. The reconstructed
velocity-component fields are denoted uðxÞ; vðxÞ and wðxÞ, respectively.

Note that the continuous fields introduced above are merely convenient constructs which we can use to
relate the fundamental grid data to the reconstruction. Conceptually, these continuous fields represent the
ideal reconstruction (the properties of which are discussed below). In practice (e.g. LES/FDF), there is no
known UðxÞ. The concept of the continuous field is still useful, however, because in tests we can generate a
UðxÞ field, for example, and extract all the U iþ1

2;j;k
grid data from it. We can then compare uðxÞ with UðxÞ

to assess the accuracy of the reconstruction.
There are several aspects to consider regarding the ‘‘accuracy” of the reconstruction:

(i) Order of accuracy. With h being the grid spacing in the x-direction and with UðxÞ representing the con-
tinuous, smooth component field, when uðxÞ ¼ UðxÞ þOðhrÞ the reconstruction uðxÞ is said to be rth-
order accurate.

(ii) Continuity. Ideally, the reconstructed velocity and divergence fields would be continuous from cell to
cell.

(iii) Cell integral constraint. With S representing the surface of a cell and with n representing the surface nor-
mal, the cell integral constraint states that

R
S u � ndS ¼ Vðrh �UÞ, where V is the cell volume and rh � ðÞ

represents the discrete divergence operator on the staggered grid (defined below).
(iv) Limiting behavior for the incompressible case. We define the ‘‘incompressible case” as that in which the

discrete divergence is zero, rh �U ¼ 0, for all cells. In this case we require that the divergence of the
reconstructed field is identically zero, r � u ¼ 0, for all x. This is a non-trivial aspect of the accuracy that
precludes the use of simple interpolation schemes such as bi(tri)-linear interpolation or even high-order
B-splines.

Items (i) and (ii) above are conventional notions of accuracy. The cell integral constraint, Item (iii), is also a
standard requirement and is addressed by other reconstruction schemes (see e.g. the ‘‘Stage 2” correction of
Zhang and Haworth [32]). Controlling the divergence properties, and in particular the divergence in the
incompressible limit, was first addressed by Jenny et al. [12]. As we will see, controlling the divergence of
the reconstructed field in the incompressible limit requires that we use ‘‘cross-component” information in
the reconstruction for a given component (e.g. V -component information for the u-component reconstruc-
tion). In addition to facilitating a 3D formulation, the method presented here improves upon the accuracy
of the Jenny interpolation because the cross-component correction terms are of higher order (details can be
found in Appendix C).

The form of the reconstruction developed below is inspired by the piecewise parabolic method
(PPM) of Colella and Woodward [5]. The strategy is to cast the continuous velocity field in terms
of parabolic edge reconstructions for cell edges parallel with the velocity-component direction. The
reconstruction is determined on a cell-by-cell basis, with limited continuity between cells (as discussed
below).

In the remainder of this section we first relate the present method to PPM for the 1D case. The full details of
the 2D reconstruction are presented next in Section 3.2, followed by a summary of the properties of the
scheme. Section 3.3 discusses reconstruction near boundaries. In Section 3.4, we discuss the extension of
the method to 3D. Details of the 3D implementation are given in Appendix A.

3.1. 1D reconstruction: distinguishing PPM and PERM

In the notation of the gas dynamics community [30] the 1D reconstruction ujðxÞ for a cell centered at xj

depends on the cell average velocity, �uj, the first-order slope, Dð1Þj (associated with the first spatial derivative),
and the second-order slope, Dð2Þj (associated with the second spatial derivative). Consider a 1D grid with
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uniform spacing h. We define the local cell coordinate q � x�xj

h þ 1
2

for x 2 ½xj � h
2
; xj þ h

2
� so that q 2 ½0; 1�. The

PPM reconstruction [5,30] is then

ujðqÞ ¼ �uj þ q� 1

2

� �
Dð1Þj þ

1

2
q� 1

2

� �2

� 1

12

" #
Dð2Þj : ð16Þ

This reconstruction is designed to obey the cell-average constraintZ 1

0

ujðqÞdq ¼ �uj: ð17Þ

Note that time has been omitted from the argument list since all fields are located at the same temporal loca-
tion during the reconstruction.

For the parabolic edge reconstruction developed here we adopt the general PPM formulation for edges that
are parallel with the velocity component direction. However, we relax the cell-average constraint because these
edges are not the storage locations for the primitive velocity data. The equivalent of the cell-average constraint
for the staggered-grid, multi-dimensional case is an integral constraint for the face corresponding to the stag-
gered velocity component; e.g. the ‘‘east” face for the U component (grids for the multi-dimensional cases are
further discussed in Section 3.2, Appendix A, and in Appendix B). As we describe below, in the multi-dimen-
sional case the vertex velocities for a given face are specified to satisfy the integral constraint. With the vertex
velocities specified, the reconstruction along the parabolic edge is augmented from the PPM form as follows:

ujðqÞ ¼ �uj þ q� 1

2

� �
Dð1Þj þ

1

2
q� 1

2

� �2

� 1

4

" #
Dð2Þj ð18Þ

(comparing (16) and (18), note that the factor 1
12

becomes 1
4

in the third term on the RHS). A comparison be-
tween the reconstructions given by (16) and (18) is shown in Fig. 1. Notice that the edge vertex values,

0 0.5 1 1.5 2 2.5 3

–1

–0.5

0

0.5

1
PERM

PPM

Fig. 1. Comparison between the piecewise parabolic method (PPM) and the parabolic edge reconstruction method (PERM) in 1D. In this
example we show a 1D grid with three cells. In the center cell we have reconstructed the continuous velocity field in two ways: with PPM
via (16) and with PERM via (18). We specify the cell averages �uj arbitrarily for this illustration. The first-order slope is specified using a
central approximation to the first derivative (Fromm’s method), Dð1Þj ¼ 1

2
ð�ujþ1 � �uj�1Þ, and the second-order slope is based on a central

approximation to the second derivative, Dð2Þj ¼ �ujþ1 � 2�uj þ �uj�1. Notice that the PPM reconstruction obeys the cell-average constraint (17)
and that the PERM reconstruction interpolates the vertex velocities ujð0Þ and ujð1Þ. In this illustration, the vertex velocities result from the
specification of the first-order slope. However, when using PERM in practice for the multi-dimensional case, the vertex velocities are
specified and the first-order slope follows.
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ujðq ¼ 0Þ and ujðq ¼ 1Þ, are now independent of the second-order slopes, Dð2Þj . Thus, �uj and Dð1Þj are uniquely
determined as

�uj ¼
1

2
½ujð0Þ þ ujð1Þ� ð19Þ

and

Dð1Þj ¼ ujð1Þ � ujð0Þ; ð20Þ

respectively.
To simplify the formulae, here and throughout the remainder of Section 3 we do not use suffix notation to

distinguish velocity components. Hence, in the edge formula (18) the component ‘‘u” is representative of the
‘‘parabolic edge component,” i.e., the velocity component for the direction parallel to the edge. The same
holds for (19) and (20). Note that for the multi-dimensional case the suffix j identifies a specific edge. For
example, in 2D there are two edges, the ‘‘north” and ‘‘south” edges, which are parallel with the x-direction.

To summarize, in the 1D context the differences between PPM and PERM are as follows: With PPM, the cell
average, �uj, is specified; the first- and second-order slopes, Dð1Þj and Dð2Þj , are selected based on accuracy and data
variation (see e.g. [30]) considerations; and the form of the reconstruction (16) guarantees that the cell-average
constraint (17) is satisfied. In PERM, the edge vertex velocities are specified. As is discussed later, the vertex veloc-
ities are responsible for the cell continuity properties. The form of the reconstruction (18) is based on PPM but is
augmented such that the vertex values are independent of the second-order slopes. It follows that �uj and Dð1Þj are
uniquely determined by (19) and (20). The second-order slopes are free parameters which we use to control the
properties of the divergence of the reconstructed field for the multi-dimensional cases described below.

3.2. 2D reconstruction

We first define the grid velocities and divergence constraints upon which the reconstruction is based. We
then present the continuous reconstructed field in terms of parabolic edge parameters and show how these
parameters are obtained from the discrete grid velocities and divergence constraints.

To avoid confusion between directional indices and grid indices, we denote the directional components as
x ¼ ½x; y�T. On a non-uniform, rectangular grid, let hi and gj denote the width and height, respectively, of cell
ði; jÞ. The center of the cell is located at ðxi; yjÞ. Similar to the 1D case, we define the local cell coordinates

qi �
x� xi

hi
þ 1

2
for x 2 xi �

hi

2
; xi þ

hi

2

� �
ð21Þ

and

rj �
y � yj

gj
þ 1

2
for y 2 yj �

gj

2
; yj þ

gj

2

h i
; ð22Þ

such that qi 2 ½0; 1� and rj 2 ½0; 1�.
For simplicity in illustrating the concepts, in this section we consider only uniform, square grids. Hence, we

have g ¼ h and we refer to the uniform grid spacing h and local cell coordinates q and r. Note that, with minor
modifications to the interpolant weights given below, the current method may be applied to non-uniform, rect-
angular grids without loss of accuracy (extension to non-uniform grids is discussed in Appendix B).

The primitive staggered-grid velocities (also known as face velocities) are denoted by U ¼ ½U ; V �T. The stag-
gered storage location for the U component for cell ði; jÞ is ðxi þ h

2
; yjÞ. As a shorthand notation for the face

velocities we write Uðxi þ h
2
; yjÞ as U iþ1

2;j
. Similarly, the staggered storage location for V i;jþ1

2
is ðxi; yj þ h

2
Þ; see

Fig. 2. In a finite-volume (FV) code, the face velocities represent the surface average of the normal velocity
component for the corresponding face. Thus, the discrete divergence for cell ði; jÞ, denoted ðrh �UÞi;j, or sim-
ply rh �U when the cell of interest is understood, is given by

ðrh �UÞi;j �
1

h
U iþ1

2;j
� U i�1

2;j
þ V i;jþ1

2
� V i;j�1

2

h i
: ð23Þ
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We approximate the value of the divergence at cell vertices by a weighted restriction of the surrounding cell
divergences. For later utility, the vertex divergence is scaled by the grid spacing and indexed by the physical-
space cell vertex coordinate. Thus, for a given cell, the vector of interpolated vertex divergence values is

H ¼ hi�1
2;j�

1
2
hi�1

2;jþ
1
2
hiþ1

2;j�
1
2
hiþ1

2;jþ
1
2

h iT

; ð24Þ

where, for example,

hi�1
2;j�

1
2
¼ h

4
½ðrh �UÞi;j þ ðrh �UÞi�1;j þ ðrh �UÞi;j�1 þ ðrh �UÞi�1;j�1�: ð25Þ

Within the ði; jÞ cell, the 2D reconstruction of the continuous velocity is

uðq; rÞ ¼ ð1� rÞ �uS þ q� 1

2

� �
Dð1Þu;S þ

1

2
q� 1

2

� �2

� 1

4

( )
Dð2Þu;S

" #

þ r �uN þ q� 1

2

� �
Dð1Þu;N þ

1

2
q� 1

2

� �2

� 1

4

( )
Dð2Þu;N

" #
ð26Þ

and

vðq; rÞ ¼ ð1� qÞ �vW þ r � 1

2

� �
Dð1Þv;W þ

1

2
r � 1

2

� �2

� 1

4

( )
Dð2Þv;W

" #

þ q �vE þ r � 1

2

� �
Dð1Þv;E þ

1

2
r � 1

2

� �2

� 1

4

( )
Dð2Þv;E

" #
: ð27Þ

Fig. 2. (Left) Staggered grid in 2D showing the locations and indexing convention for the staggered-grid velocity data. The solid dot at the
center of the shaded cell shows the location of the cell center ðxi; yjÞ and the solid arrows show the storage locations for the staggered
velocities. The ‘‘east” face of cell ði; jÞ is centered at ðxi þ h=2; yjÞ and this is the storage location for Uiþ1=2;j. Similarly, the ‘‘west” face is
centered at ðxi � h=2; yjÞ and stores U i�1=2;j. The ‘‘north” and ‘‘south” faces, centered at ðxi; yj þ h=2Þ and ðxi; yj � h=2Þ, respectively, store
V i;jþ1=2 and V i;j�1=2. (Right) Center cell in local cell coordinates ðq; rÞ, where q � ðx� xiÞ=hþ 1=2 for x 2 ½xi � h=2; xi þ h=2� so that
q 2 ½0; 1� and r � ðy � yjÞ=hþ 1=2 for y 2 ½yj � h=2; yj þ h=2� so that r 2 ½0; 1�. The cell vertices are marked by the crosses and the values of
the vertex velocity components for the given cell are indicated by uð0; 0Þ; vð0; 0Þ, etc. The parabolic edge velocities are shown for each of the
parabolic edges. For example, on the north edge we have �uN. Although not shown to avoid clutter, each of these edges is also assigned a
first- and second-order slope. All the edge parameters for the reconstruction are ultimately related to the staggered-grid velocity data.
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The local divergence of the reconstructed field, hðr � uÞ ¼ ou
oqþ ov

or, is

hðr � uÞ � /ðq; rÞ

¼ ð1� rÞ Dð1Þu;S þ q� 1

2

� �
Dð2Þu;S

� �
þ r Dð1Þu;N þ q� 1

2

� �
Dð2Þu;N

� �
þ ð1� qÞ Dð1Þv;W þ r � 1

2

� �
Dð2Þv;W

� �

þ q Dð1Þv;E þ r � 1

2

� �
Dð2Þv;E

� �
; ð28Þ

where we have introduced the shorthand notation /ðq; rÞ with q 2 ½0; 1� and r 2 ½0; 1� to represent the contin-
uous divergence within the cell (multiplied by h). It remains that we specify the parameters for each edge of the
reconstruction: �ua;j;D

ð1Þ
a;j and Dð2Þa;j , for parabolic-edge component a on edge j. As previously mentioned, �ua;j and

Dð1Þa;j are uniquely determined by the edge vertex velocities, which are specified below to satisfy cell continuity
constraints. The second-order slope Dð2Þa;j is then chosen to achieve accuracy and to control the cell divergence
properties.

We now turn to the specification of the vertex velocities. For the faces corresponding to the staggered-grid
velocity components we specify a linear velocity reconstruction that satisfies the face integral constraint. Con-
sider the east face ðq ¼ 1Þ of the 2D cell centered at ðxi; yjÞ. The linear velocity reconstruction has the form

uð1; rÞ ¼ Uiþ1
2;j
þ r � 1

2

� �
Dð1Þu;E: ð29Þ

Note that the face integral constraintZ 1

0

uð1; rÞdr ¼ Uiþ1
2;j

ð30Þ

is satisfied for any specification of Dð1Þu;E. We choose to use a central difference approximation to the first-order
slope, also known as the Fromm slope [8,30],

Dð1Þu;E ¼
1

2
U iþ1

2;jþ1 � U iþ1
2;j�1

h i
: ð31Þ

We make this choice because (a) the reconstruction (29) is then second-order accurate and (b) dispersion errors
(i.e., wiggles) are permissible for the velocity field in an LES context.2

An alternate view of the Fromm face reconstruction, which is more easily extended to the 3D case, is to first
generate temporary vertex values by a linear interpolation of the neighboring face values and then to add a
constant shift to these temporary values to enforce the face integral constraint. The temporary vertex values,
denoted by the hat symbol, for the east face are given by

ûiþ1
2;j�

1
2
¼ 1

2
Uiþ1

2;j
þ U iþ1

2;j�1

	 

; ð32Þ

ûiþ1
2;jþ

1
2
¼ 1

2
Uiþ1

2;j
þ U iþ1

2;jþ1

	 

ð33Þ

and for the west face we have

ûi�1
2;j�

1
2
¼ 1

2
Ui�1

2;j
þ U i�1

2;j�1

	 

; ð34Þ

ûi�1
2;jþ

1
2
¼ 1

2
Ui�1

2;j
þ U i�1

2;jþ1

	 

: ð35Þ

2 Another way to state point (b) is that the subgrid velocity field is not subject to the same boundedness constraints as a scalar field such
as mass fraction, which must remain in [0,1] to be realizable. Note that any choice of the first-order slope will suffice to maintain continuity
of the velocity-component field in the component direction. For example, Jenny et al. [12] choose to use a MINMOD slope limiter, which
is advantageous for convergence in RANS simulations.

5456 R. McDermott, S.B. Pope / Journal of Computational Physics 227 (2008) 5447–5491



Author's personal copy

Let �̂uE � 1
2
ðûiþ1

2;j�
1
2
þ ûiþ1

2;jþ
1
2
Þ and �̂uW � 1

2
ðûi�1

2;j�
1
2
þ ûi�1

2;jþ
1
2
Þ denote the averages of the temporary vertex values

on the east and west faces, respectively. The final vertex values for the u component are then specified as3

uð1; 0Þ ¼ ûiþ1
2;j�

1
2
þ U iþ1

2;j
� �̂uE; ð36Þ

uð1; 1Þ ¼ ûiþ1
2;jþ

1
2
þ U iþ1

2;j
� �̂uE; ð37Þ

uð0; 0Þ ¼ ûi�1
2;j�

1
2
þ U i�1

2;j
� �̂uW; ð38Þ

uð0; 1Þ ¼ ûi�1
2;jþ

1
2
þ U i�1

2;j
� �̂uW: ð39Þ

Note that the linear face reconstruction implied by the vertex values (36) and (37) automatically satisfies
the integral constraint (30). The analogous condition holds for the west-face integral constraint; i.e.,R 1

0
uð0; rÞdr ¼ U i�1

2;j
. Additionally, cell to cell continuity of the velocity-component field in the component

direction is achieved since, for example ðu½1; 0�Þi;j ¼ ðu½0; 0�Þiþ1;j and ðu½1; 1�Þi;j ¼ ðu½0; 1�Þiþ1;j. In other
words, the u vertex values on the east face of cell ði; jÞ match the u vertex values on the west face of cell
ðiþ 1; jÞ.

The v-component vertex values are specified analogously. The temporary vertex values on the north face are

v̂i�1
2;jþ

1
2
¼ 1

2
V i;jþ1

2
þ V i�1;jþ1

2

	 

; ð40Þ

v̂iþ1
2;jþ

1
2
¼ 1

2
V i;jþ1

2
þ V iþ1;jþ1

2

	 

ð41Þ

and for the south face we have

v̂i�1
2;j�

1
2
¼ 1

2
V i;j�1

2
þ V i�1;j�1

2

	 

; ð42Þ

v̂iþ1
2;j�

1
2
¼ 1

2
V i;j�1

2
þ V iþ1;j�1

2

	 

: ð43Þ

The final vertex values are then given by

vð0; 1Þ ¼ v̂i�1
2;jþ

1
2
þ V i;jþ1

2
� �̂vN; ð44Þ

vð1; 1Þ ¼ v̂iþ1
2;jþ

1
2
þ V i;jþ1

2
� �̂vN; ð45Þ

vð0; 0Þ ¼ v̂i�1
2;j�

1
2
þ V i;j�1

2
� �̂vS; ð46Þ

vð1; 0Þ ¼ v̂iþ1
2;j�

1
2
þ V i;j�1

2
� �̂vS; ð47Þ

where �̂vN � 1
2
ðv̂i�1

2;jþ
1
2
þ v̂iþ1

2;jþ
1
2
Þ and �̂vS � 1

2
ðv̂i�1

2;j�
1
2
þ v̂iþ1

2;j�
1
2
Þ. Note that, due to the specification of the v-compo-

nent vertex values (44)–(47), the integral constraints
R 1

0 vðq; 1Þdq ¼ V i;jþ1
2

and
R 1

0 vðq; 0Þdq ¼ V i;j�1
2

are satisfied
for the north and south faces, respectively, and also that the reconstruction achieves cell to cell continuity of
the v-component field in the y-direction.

With the vertex velocities specified, the parabolic-edge parameters are given by analogy to (19) and (20). To
be explicit, we have

�uS ¼
1

2
½uð1; 0Þ þ uð0; 0Þ�; ð48Þ

�uN ¼
1

2
½uð1; 1Þ þ uð0; 1Þ�; ð49Þ

�vW ¼
1

2
½vð0; 1Þ þ vð0; 0Þ�; ð50Þ

�vE ¼
1

2
½vð1; 1Þ þ vð1; 0Þ� ð51Þ

3 The constant shift, e.g. U iþ1
2;j
� �̂uE on the east face, is effectively the Cartesian staggered-grid equivalent of the ‘‘Stage 2” velocity

correction implemented by Zhang and Haworth [32].
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and

Dð1Þu;S ¼ uð1; 0Þ � uð0; 0Þ; ð52Þ
Dð1Þu;N ¼ uð1; 1Þ � uð0; 1Þ; ð53Þ
Dð1Þv;W ¼ vð0; 1Þ � vð0; 0Þ; ð54Þ
Dð1Þv;E ¼ vð1; 1Þ � vð1; 0Þ: ð55Þ

We now turn to the issue of specifying the second-order slopes. By evaluating (28) at the vertices, we find
the vertex values of the reconstructed divergence are

/ð0; 0Þ ¼ Dð1Þu;S þ Dð1Þv;W �
1

2
Dð2Þu;S �

1

2
Dð2Þv;W; ð56Þ

/ð0; 1Þ ¼ Dð1Þu;N þ Dð1Þv;W �
1

2
Dð2Þu;N þ

1

2
Dð2Þv;W; ð57Þ

/ð1; 0Þ ¼ Dð1Þu;S þ Dð1Þv;E þ
1

2
Dð2Þu;S �

1

2
Dð2Þv;E; ð58Þ

/ð1; 1Þ ¼ Dð1Þu;N þ Dð1Þv;E þ
1

2
Dð2Þu;N þ

1

2
Dð2Þv;E: ð59Þ

We observe that (56)–(59) are not linearly independent, because

1

4
½/ð0; 0Þ þ /ð0; 1Þ þ /ð1; 0Þ þ /ð1; 1Þ� ¼ 1

2
½Dð1Þu;S þ Dð1Þu;N þ Dð1Þv;W þ Dð1Þv;E� ¼ hðrh �UÞ; ð60Þ

independent of the second-order slopes.
We can write (56)–(59) in matrix notation as

U ¼ ADð1Þ þ BDð2Þ; ð61Þ
where

U ¼ ½/ð0; 0Þ /ð0; 1Þ /ð1; 0Þ /ð1; 1Þ�T ; ð62Þ
Dð1Þ ¼ ½Dð1Þu;S Dð1Þu;N Dð1Þv;W Dð1Þv;E�

T
; ð63Þ

Dð2Þ ¼ ½Dð2Þu;S Dð2Þu;N Dð2Þv;W Dð2Þv;E�
T
; ð64Þ

A ¼

1 0 1 0

0 1 1 0

1 0 0 1

0 1 0 1

2
6664

3
7775 ð65Þ

and

B ¼ 1

2

�1 0 �1 0

0 �1 1 0

1 0 0 �1

0 1 0 1

2
6664

3
7775: ð66Þ

Note that B has a rank deficiency of one.
Ideally, we would have

H ¼ ADð1Þ þ BDð2Þ: ð67Þ
In other words, we would have the vertex values U of the reconstructed divergence equal to the interpolated
vertex divergences H, which would imply cell to cell continuity of the reconstructed divergence field. However,
because B is rank deficient, given H and Dð1Þ, in general a value of Dð2Þ cannot be found to satisfy (67).
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Alternatively, we seek to minimize (in some sense) the difference between the reconstructed divergence, which
may be discontinuous from cell to cell, and the interpolated divergence,4 which is continuous from cell to cell.

With this in mind, we propose the following specification of the second-order slopes. Let the second-order
slopes be decomposed into

Dð2Þ ¼ D̂þ d: ð68Þ
The equation for the vertex values of the reconstruction may now be written as

U ¼ ADð1Þ þ BD̂þ Bd: ð69Þ
We specify D̂ based on an estimate of the second spatial derivative along a given edge. For example, on the
south edge we have

h2 o2u
ox2

� �
q¼1

2;r¼0

� D̂u;S ¼
1

2
ûiþ3

2;j�
1
2
� ûiþ1

2;j�
1
2
� ûi�1

2;j�
1
2
þ ûi�3

2;j�
1
2

h i
: ð70Þ

Note that the û values are readily available in practice since they are also the ‘‘temporary vertex values,” as in
(32), for example. The correction, d, is then specified by the least-squares/minimum-norm (LSMN) solution

d ¼ BþðH� ADð1Þ � BD̂Þ; ð71Þ
where the (Moore–Penrose) pseudo-inverse [6,17,20,21] of B is

Bþ ¼ 1

4

�3 �1 3 1

�1 �3 1 3

�3 3 �1 1

�1 1 �3 3

2
664

3
775: ð72Þ

There are an infinite number of least-squares solutions to (69); i.e., choices for d which minimize the Euclidean
norm kU�Hk2. The minimum-norm solution (71) is the unique solution in the family of least-squares solu-
tions that also minimizes kdk2.

Substituting (71) back into (69) we obtain

U ¼ ADð1Þ þ BD̂þ BBþðH� ADð1Þ � BD̂Þ ¼ BBþHþ ðI � BBþÞADð1Þ þ ðB� BBþB|fflffl{zfflffl}BÞ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
0

D̂; ð73Þ

where I is the identity matrix and, in the second step, the third term on the RHS is zero due to the properties of
the Moore–Penrose pseudo-inverse. Hence, after subtracting H from both sides, we find

U�H ¼ ðI � BBþÞðADð1Þ �HÞ: ð74Þ
Note that

ðI � BBþÞA ¼ 1

2

1 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1

2
6664

3
7775 ð75Þ

and also

I � BBþ ¼ 1

4

1 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1

2
6664

3
7775: ð76Þ

4 Here the ‘‘interpolated divergence” refers to a continuous (e.g. bilinear) interpolation of the cell-centered divergences. Note that the
‘‘weighted restriction” which results in H is simply a bilinear interpolant evaluated at the vertex locations for a uniform grid.
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Hence, by utilizing (60), we find that at the ‘‘south–west” vertex, for example, (74) yields

/ð0; 0Þ ¼ hi�1
2;j�

1
2
þ hðrh �UÞ �

1

4
hi�1

2;j�
1
2
þ hi�1

2;jþ
1
2
þ hiþ1

2;j�
1
2
þ hiþ1

2;jþ
1
2

h i
; ð77Þ

with similar expressions at the other vertices. Hence, due to linearity, the divergence of the reconstructed field
is everywhere zero for the incompressible (divergence free) case.

In short, we specify the second-order slopes by (68). The properties of the resulting 2D reconstruction are:

1. For a given component, the reconstructed field in the component direction is continuous, piecewise para-
bolic and formally second-order accurate (further discussed below and in Appendix C.1).

2. In the component-normal direction the reconstructed field is piecewise linear and second-order accurate,
but may be discontinuous from cell to cell.

3. In the component direction, the spatial derivative of that component is piecewise linear and second-order
accurate.

4. In the component-normal direction, the spatial derivative is piecewise constant and first-order accurate.
5. The surface integral of the reconstructed field is consistent with the discrete cell divergence obtained from

the staggered-grid velocity data, i.e.,
R

S u � n dS ¼ Vðrh �UÞ, where S represents the cell surface with sur-
face normal n, and V is the cell volume.

6. The divergence of the reconstructed field is bilinear within a cell, but may be discontinuous from cell to cell.
7. Due to Items 5 and 6, the reconstructed divergence evaluated at the cell center matches the discrete cell

divergence, i.e., /ð1
2
; 1

2
Þ ¼ hðrh �UÞ.

8. The Euclidean norm kU�Hk2 between the reconstructed and interpolated divergences at the cell vertices is
minimized.

9. Due to Item 8, the divergence of the reconstructed field is everywhere zero in the constant-density case (in
which H is zero).

Regarding Item 1 above, the PERM velocity is formally second-order accurate due to the linear interpola-
tion used in the component-normal direction (see Appendix C.1). However, as we show in Appendix D.1, for
the test problems considered here (which are complex and general in terms of combustion modeling) the
scheme exhibits third-order behavior for coarse grid resolution, which is more relevant in practice than the
formal order for vanishing h.

For uniform, rectangular grids (i.e., h ¼ ag, where a is a constant) the scheme requires little modification.
Only the definitions of the local cell coordinates are affected, as described by (21) and (22). For non-uniform
grids, the scheme retains all the properties listed above but requires modification of the scaling for the inter-
polated vertex divergence, modification of the weights used to compute the temporary vertex values, and mod-
ification of the weights used in the formula for the specified second-order slopes. Details of these modifications
are discussed in Appendix B.

3.3. Reconstruction near boundaries

Little modification of the method is required near boundaries to achieve the same order of accuracy. Here
we consider simple boundaries that are aligned with a cell face. In 2D, consider an example where the south
edge of the cell represents a wall boundary. Presumably, the values of the velocity components are known on
the boundary. For example, the velocities will be zero if the no slip and impermeability conditions are to be
satisfied. Clearly, the PERM parameters for the south edge are trivially zero. However, the u component final
vertex values for the north edge are affected by the boundary. For a given cell ði; jÞ, the final vertex values at
the wall are uð0; 0Þ ¼ uð1; 0Þ ¼ 0. In order to satisfy the face average constraint on the east and west faces, the
final vertex values for the north edge must be specified as

uð0; 1Þ ¼ uð0; 0Þ þ 2U i�1
2;j
; ð78Þ

uð1; 1Þ ¼ uð1; 0Þ þ 2U iþ1
2;j
: ð79Þ
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Note that if the velocity near the boundary is not sufficiently resolved, Eqs. (78) and (79) may lead to large
discontinuities in the reconstruction. This is true of most reconstruction methods that specify the boundary
value and then enforce the face average constraint; if continuity is achieved, then this comes at the cost of large
dispersion errors in the reconstruction (see e.g. [14]). The remaining u component north edge PERM param-
eters (edge velocity �uN, first-order slope Dð1Þu;N, and specified second-order slope D̂u;N) are found in the usual way
described above.

For the v component in this example, the situation is slightly different. The final vertex values are found as
usual, and hence the edge velocities (�vW and �vE) and first-order slopes (Dð1Þv;W and Dð1Þv;E) are determined as shown
above (see (54) and (55)). However, the specified second-order slopes must be obtained from a one-sided dif-
ference. To maintain accuracy, we require a second-order accurate representation of the second spatial deriv-
ative of v in the wall-normal direction evaluated at the edge center. For example, on the west face we may use

D̂v;W ¼ h2 o2v
oy2

� �
q¼0;r¼1

2

¼ vð0; 0Þ � 2v̂i�1
2;jþ

1
2
þ v̂i�1

2;jþ
3
2
þOðh4Þ: ð80Þ

With the edge parameters specified, the correction d is obtained from (71); the second-order slopes are ob-
tained from (68); and the reconstruction within the cell is given by (26) and (27). Note that same principles
may be applied to a corner cell.

3.4. 3D reconstruction

One of the strengths of the new formulation is the ease with which it extends to 3D. Details of the 3D recon-
struction are presented in Appendix A. The key difference between the 2D and 3D cases is that in 3D we now
have 12 parabolic edges and 8 vertices. Hence, in the 3D matrix equation similar to (69), A and B are now
8� 12 matrices and B has a column rank deficiency of 5. The LSMN solution analogous to (71) is used
for the second-order slope correction and the resulting scheme inherits all the properties of the 2D scheme
listed above.

4. Time integration

In this section we describe two simple methods for integrating (9) from time tn to time tnþ1 � tn þ Dt. The
two-stage Runge–Kutta scheme (RK2) [10], also known as ‘‘Modified Euler,” is given by

X �j ðtð1ÞÞ ¼ X �j ðtnÞ þ Dt ujðX�½tn�; tnÞ; ð81Þ

X �j ðtnþ1Þ ¼ 1

2
X �j ðtnÞ þ 1

2
½X �j ðtð1ÞÞ þ Dt ujðX�½tð1Þ�; tnþ1Þ�; ð82Þ

where tð1Þ represents an intermediate state in the integration and the suffix j is a directional index. Note that
RK2 utilizes the velocity reconstruction described in the previous sections to estimate the particle velocity,
U�ðtÞ ¼ uðX�½t�; tÞ. Additionally, the RK2 scheme requires the staggered-grid velocity data to be advanced
ahead of the particle positions so that the uðx; tnþ1Þ reconstruction can be evaluated. A practical matter to con-
sider when applying RK2 to a particle method is that between the two stages of the scheme one incurs the cost
of determining the cell location of a given particle. However, in considering the efficiency of the advection
scheme (i.e., the amount of work for a specified error tolerance) this cost is well-justified.

For reference, we also show a three-stage Runge–Kutta scheme (RK3) [10] which we use as an accurate
baseline for comparison in the test cases in Section 5,

X �j ðtð1ÞÞ ¼ X �j ðtnÞ þ Dt UjðX�½tn�; tnÞ; ð83Þ

X �j ðtð2ÞÞ ¼
3

4
X �j ðtnÞ þ 1

4
X �j ðtð1ÞÞ þ Dt UjðX�½tð1Þ�; tnþ1Þ
h i

; ð84Þ

X �j ðtnþ1Þ ¼ 1

3
X �j ðtnÞ þ 2

3
X �j ðtð2ÞÞ þ Dt U j X�½tð2Þ�; tn þ Dt

2

� �� �
: ð85Þ
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Note here that the particle velocity is taken from the continuous Eulerian field, Uðx; tÞ. The exact fields used
for the test cases are presented in the Section 5.

5. Test cases

In this section we present three test cases. The first uses a solenoidal velocity field and hence the ideal par-
ticle mass distribution is uniform. In the second test case we introduce a potential flow component with a finite
divergence. In both cases the advection schemes are compared against an accurate baseline case. The second
test case, which is more applicable to combustion simulations, illustrates the need for improved number den-
sity control algorithms in LES/FDF methods. In the third case we test the 3D implementation of the method.
This case highlights that the RK2 time integration locally degenerates to zeroth-order accuracy at the cell dis-
continuities and hence the overall advection scheme is formally first-order accurate in time (this issue is further
addressed in [26]). However, as shown below, with a reasonably small time step (meaning not too small for
practical purposes) the temporal error is of the same order as the spatial error for the problem considered here.

5.1. Problem 1: Solenoidal, rotational flow

We consider the solenoidal, rotational flow defined by the velocity field [1]

Uðx; y; tÞ ¼ 1� 2 cosðx� tÞ sinðy � tÞ; ð86Þ
V ðx; y; tÞ ¼ 1þ 2 sinðx� tÞ cosðy � tÞ; ð87Þ

on a square periodic domain of side L ¼ 2p. The domain is uniformly divided into N 2
x cells of side h ¼ L=Nx,

where N x is the number of cells in each direction. Within each cell the initial positions of N c particles are cho-
sen at random from a uniform distribution using Latin hypercube sampling. The initial particle positions for a
4 � 4 grid with N c ¼ 400 particles per cell are shown in Fig. 3. The particles in the lower left corner cell are
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Fig. 3. Initial condition for a 4 � 4 grid with N c ¼ 400 particles per cell. The small dots represent the initial particle positions X�ðt0Þ. The
periodic domain is a square of side L ¼ 2p. Particle positions are chosen at random from a uniform distribution in each cell using Latin
hypercube sampling. The darker-colored particles in the lower left cell are to be used as marker particles. The lower-left cell is subdivided
into 8� 8 fine cells which are used to construct the histogram of the subcell particle number density. The right-facing triangles represent
the staggered storage locations for the U -component data and the top-facing triangles represent the staggered storage locations for the V -
component data. The circles in the cell center indicate the storage location for the pressure (not used) in the staggered-grid arrangement
and the crosses indicate cell vertices.
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colored dark gray to be used as marker particles throughout the simulation. The resulting PERM reconstruc-
tion for the initial u component is shown in Fig. 4, where the particles are positioned with a uniform spacing to
more easily visualize the reconstruction. The staggered-grid velocity components (e.g. U iþ1

2;j
), which are needed

for the subgrid velocity reconstruction described in Section 3.2, are obtained by sampling the exact solution,
(86) and (87), at the staggered positions. Note that the staggered velocities are discretely divergence free. The u

field in Fig. 4 is piecewise parabolic in the x-direction (see Fig. 6) and piecewise linear in the y-direction (see
Fig. 7). For comparison, in Fig. 5 the same velocity field, now sampled at the cell vertex locations, is interpo-
lated to the particle positions using bicubic splines. The spline interpolation is continuous from cell to cell but
does not satisfy the face integral constraints. Note that the uniform spacing pertains to Figs. 4 and 5 only and
is not used in any of the simulations. Both bicubic spline interpolation (continuous, based on the vertex

0
1

2
3

4
5

6

0
1

2
3

4
5

6

–1

0

1

2

3

Fig. 4. The initial condition for the u component of velocity interpolated to the particle positions for a 4 � 4 grid with 400 particles per
cell. The particles are uniformly spaced here in order to more clearly visualize the reconstruction; other results presented in this paper do
not use this initial particle position distribution. The particle shading is proportional to the velocity component value, with black
representing the minimum and gray representing the maximum. Notice that the reconstruction is continuous and piecewise parabolic in the
velocity-component direction, the x-direction in this case. The reconstruction is piecewise linear in the direction normal to the velocity
component. The discontinuities reside at the cell boundaries.
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Fig. 5. The initial condition for the u component of velocity interpolated from the cell vertices to the particle positions using bicubic
splines for a 4 � 4 grid with 400 particles per cell. The particles are uniformly spaced here in order to more clearly visualize the
reconstruction; other results presented in this paper do not use this initial particle position distribution. The particle shading is
proportional to the velocity component value, with black representing the minimum and gray representing the maximum.
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velocities, similar to [31]) and bilinear reconstruction (continuous in the component direction but discontinu-
ous in the component-normal direction, based on the staggered-grid velocities, similar to [32]) are compared
qualitatively to PERM below.

For a given grid resolution, all simulations start with identical particle positions (i.e., we specify the same
seed for the pseudo-random number generator in each case). Eq. (9) is integrated forward in time using the
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Fig. 6. A 1D slice taken from the reconstruction shown in Fig. 4 for the u component in the x-direction at y ¼ 0. This plot shows that the u

component reconstruction is continuous and piecewise parabolic in the x-direction. Note that the domain of length L ¼ 2p is periodic in x

and that the apparent C1 continuity (i.e., smoothness) observed at x ¼ L=4 and x ¼ 3L=4 is an artifact of the particular test function (see
Eq. (86)) used in this example. In general, all spatial first derivatives may be discontinuous from cell to cell.
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Fig. 7. A 1D slice taken from the reconstruction shown in Fig. 4 for the u component in the y-direction at x ¼ 0. This plot clearly shows
that the u component reconstruction is piecewise linear in the y-direction. Note that the domain of length L ¼ 2p is periodic in y and that
the continuity observed at y ¼ L=4 and y ¼ 3L=4 is an artifact of the particular test function (see Eq. (86)) used in this example.
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schemes described in Section 4. To observe the qualitative differences in the various schemes we integrate each
run to a time of t ¼ 2L=U c, which is equivalent to two flow-through times (U c ¼ 1 is the mean convective
velocity), and visually examine the resulting particle position distributions. Given that the analytical solution
is divergence free, ideally the particle position distribution remains uniform both at the grid level and at the
subgrid level. The time step is specified by Dt ¼ CFL h

maxðjUjÞ, where CFL is the Courant–Friedrichs–Lewy num-
ber. Figs. 8–10 show the results for the PERM reconstruction, the bilinear reconstruction, and the bicubic
spline interpolation, respectively, for the RK2 scheme using CFL = 1/4 on a 4 � 4 grid with N c ¼ 400 particles
per cell. The bilinear reconstruction is obtained by simply setting the second-order slopes to zero in (26) and
(27). Notice that the PERM results show uniform position distributions at both the grid and subgrid levels,
whereas both the bilinear and bicubic results contain noticeable voids and clustering of particles at the subgrid
level due to the inaccuracy in the divergence field. From this qualitative comparison we may conclude that
higher-order continuous interpolation methods do not necessarily improve the accuracy of the subgrid particle
distribution if (1) the divergence field is inaccurate and (2) the face integral constraint is not satisfied. The
bilinear scheme, which is discontinuous in the component-normal direction but does satisfy the face integral
constraint, performs just as well for this case as the more computationally expensive continuous bicubic
scheme. Hence, in the quantitative comparisons presented below we consider only the bilinear reconstruction
as a practical alternative to PERM.

Here the choice of a 4 � 4 grid has significance. In practical LES, as opposed to RANS, we expect the solu-
tion to contain significant energy in modes up to the grid Nyquist limit. Therefore, the most relevant test case
uses as few cells in 1D as possible while still retaining the character of the underlying solution. In the present
case the choice of Nx ¼ 2 does not allow distinction between the two reconstruction methods, since, due to
periodicity, all Dð2Þ for the PERM method are zero. Using N x ¼ 4 allows the solution to be reasonably well
approximated by a quadratic function.

We now present measures for quantifying the grid-scale and subgrid-scale distributions. Let N e ¼ N 2
x

denote the number of cells in the domain and let �qk denote the FV mass density for the kth cell, which in
the constant-density case we take to be unity for each cell. Let mðiÞ denote the mass of the ith particle. In
the present case all particles are of equal mass, mðiÞ ¼ M=N , where M ¼ L2�q is the total mass in the domain
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Fig. 8. Final particle positions (represented by the small dots) after two flow-through times (i.e., t ¼ 2L=U c, where U c ¼ 1 is the mean
convective velocity and L ¼ 2p is the domain length scale) using the PERM reconstruction and the RK2 time integration scheme (81) and
(82) with CFL = 0.25. This initial condition for this case is shown in Fig. 3. As can be seen, the uniformity of the subcell particle number
density is reasonably well maintained.
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and N ¼ N cN e is the total number of particles. The mean particle mass density for the kth cell, denoted q̂k, is
given by

q̂k ¼
P

i2kmðiÞ

h2
; ð88Þ
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Fig. 9. Final particle positions (represented by the small dots) after two flow-through times (i.e., t ¼ 2L=U c, where U c ¼ 1 is the mean
convective velocity and L ¼ 2p is the domain length scale) using the bilinear reconstruction (second-order slopes set to zero) and the RK2
time integration scheme (81) and (82) with CFL = 0.25. This initial condition for this case is shown in Fig. 3. Notice the voids and clusters
which form at the subcell level due to the particles experiencing a non-zero divergence.
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Fig. 10. Final particle positions (represented by the small dots) after two flow-through times (i.e., t ¼ 2L=U c, where U c ¼ 1 is the mean
convective velocity and L ¼ 2p is the domain length scale) using bicubic spline interpolation of the vertex velocities and the RK2 time
integration scheme (81) and (82) with CFL = 0.25. This initial condition for this case is shown in Fig. 3. Voids and clusters form at the
subcell level due to the non-zero divergence experienced by the particles even for this higher-order interpolation scheme.
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where the summation is over all particles in the kth cell. Following Zhang and Haworth [32], we define the
global measure of the deviation between the mean particle mass density and the FV mass density by

Dqrms �
PN e

k¼1ðDqkÞ
2

N e

" #1=2

; ð89Þ

where

Dqk �
q̂k � �qk

�qk
: ð90Þ

The value Dqrms measures the mean particle mass density deviation from the FV mass density (which is exactly
known in this case) at the grid level.

We monitor the subgrid particle position distribution for the lower-left corner cell throughout a given sim-
ulation. For this problem a single cell is representative of all the subgrid distributions. Within the cell we con-
struct an N f � N f uniform square grid so that the FV cell is partitioned into N 2

f ‘‘fine cells” (for all simulations
presented here we specify N f ¼ 8). We then construct the histogram of n, the number of particles in a fine cell.
The narrower the histogram, the more uniform the number density. We define the ‘‘subgrid particle distribu-
tion parameter” f as the standard deviation of n scaled by the initial average number of particles per fine cell,

f � stdðnÞ
nave

; ð91Þ

where in this case we have nave ¼ N c=N 2
f . Note that f is made up of two components. First, there is the deter-

ministic component due to non-uniformities in the expected subgrid particle number density. Second, there is a
statistical component due to sampling from this distribution. If we suppose that the first contribution is zero,
because the expected number density is uniform (as in the constant-density case), we have hni ¼ nave 	 N c.
With the particle positions being random, the variance of n scales with the initial average number of particles
per cell, varðnÞ 	 N c, and thus stdðnÞ 	 N 1=2

c . We then have f 	 N�1=2
c . The measure (91) is therefore chosen

such that f! 0 in the limit N c !1. Ideally nave is large enough that the random contribution is small. Then
f measures the non-uniformity in the expected subgrid particle number distribution, which is what we are try-
ing to control with our reconstructed velocity field.

The quantitative results for Problem 1 are presented in Table 1. For a given case we list the reconstruction
method (Recon), the time integration method (Time int), the CFL, the maximum value of Dqrms observed over
the course of the run, and the maximum value of f observed for the lower left cell over the course of the run.
All simulations are run to a total time of t ¼ 2L=U c, where U c ¼ 1 is the mean convective velocity, allowing
two flow-through times.

Table 1
Quantitative results for Problem 1

Case Figure(s) Recon Time int CFL max(Dqrms) max(f)

Baseline 3 and 11 Exact RK3 1/16 0.062 0.485
1a 3 and 8 PERM RK2 1/4 0.071 0.461
1b 3 PERM RK2 1/8 0.052 0.464
1c 3 and 9 Bilinear RK2 1/4 0.17 0.816
1d 3 Bilinear RK2 1/8 0.21 0.830

The 2D periodic domain is a square of side L ¼ 2p. We use a 4 � 4 uniform grid. There are initially N c ¼ 400 particles per cell with
positions chosen at random from a uniform distribution using Latin hypercube sampling within each cell (see Fig. 3). Eq. (9) is integrated
to a total time of t ¼ 2L=U c, where U c ¼ 1, two flow-through times. In the table below, the first column gives the case number, the second
column lists the relevant figures for each case, the third column (Recon) gives the reconstruction method, the fourth column (Time int)
gives the time integration method, the fifth column gives the CFL, the sixth column shows our measure of the grid-scale mass density
deviation (ideally zero), and the last column gives a measure of the subgrid particle position distribution (ideally zero). The lower left cell is
subdivided into N f � N f fine cells (with N f ¼ 8) and n represents the histogram of the number of particles in a fine cell. The subgrid particle
distribution parameter is defined by f ¼ stdðnÞ=ðN c=N2

f Þ. In the last two columns we report the maximum values of Dqrms and f observed
over the run time.
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The ‘‘baseline” case is taken as the benchmark for comparison. It essentially represents the best that can be
expected from any advection scheme. The reconstruction is ‘‘exact,” meaning that the particle velocity is taken
from (86) and (87) evaluated at the current particle position. The time integration scheme is given by (83)–(85),
which is highly accurate, and is used in conjunction with a small time step (CFL = 1/16). Hence, the grid-scale
and subgrid-scale deviations shown in the last two columns of Table 1 (ideally these values would be zero) for
the baseline case are mainly due to statistical errors (i.e., the use of a finite number of particles and imperfec-
tions in the initial particle position distribution).

Proceeding down Table 1, Cases 1a and 1b compare the PERM scheme at two different CFL numbers. We
note that the results for both cases are in reasonable agreement with the baseline, but we observe only minor
quantitative improvement in the grid-scale distribution and no significant change in the subgrid-scale distri-
bution as the time step is decreased. This indicates that the temporal error is no longer significant for this
scheme on this problem. The next set of cases, 1c and 1d, use the bilinear scheme at the same CFL numbers.
Again, little quantitative difference is seen between the two bilinear cases. However, we can observe that the
PERM cases are in better quantitative agreement with the baseline than the bilinear cases. For maxðDqrmsÞ, the
PERM results are approximately equal to the baseline result, where as the bilinear results are a factor of two
to three times larger. Similarly, for maxðfÞ the PERM results differ from the baseline results by only 5% and
the bilinear results differ by almost 70%. These differences can also be observed qualitatively (compare Figs. 8
and 9 with Fig. 11).

For further quantitative comparison, the time histories for the grid-scale number density variation, Dqrms,
and the subgrid particle distribution parameter, f, taken from Cases 1a and 1c, are plotted in Figs. 12 and 13.
Within the statistical variation, the PERM results are in excellent agreement with the time histories taken from
the exact reconstruction. The bilinear results, however, exhibit large, oscillating variations away from the
baseline.
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Fig. 11. Final particle positions (represented by the small dots) after two flow-through times (i.e., t ¼ 2L=U c, where U c ¼ 1 is the mean
convective velocity and L ¼ 2p is the domain length scale) using an exact reconstruction (i.e., the particle velocities are taken directly from
(86) and (87) evaluated at the particle position) and the RK3 time integration scheme (83)–(85) with CFL = 0.0625. This initial condition
for this case is shown in Fig. 3. This result represents essentially the best that can be expected from any reconstruction method. Variability
in the uniformity of the particle number density at the grid or subcell levels is due mainly to statistical variability in the initial distribution
and bias in evaluating the cell means. By visually comparing this result with the PERM result in Fig. 8, we find that, while the exact
particle positions may be in error (compare the positions of the marker particles), the subcell particle number densities are in good
agreement. This observation is confirmed quantitatively in Figs. 12 and 13 below.
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Fig. 12. Time history of the grid-scale rms density variation Dqrms given by (89) for the cases shown in Figs. 8–11. The abscissa represents
the non-dimensional flow-through time tU c=L, where U c ¼ 1 is the mean convective velocity and L ¼ 2p is the length scale of the domain.
The solid line represents the baseline accurate solution (exact reconstruction with RK3 time integration and CFL = 0.0625), the dash-
dotted (gray) line represents the PERM solution (RK2 CFL = 0.25), and the dashed line represents the bilinear solution (RK2
CFL = 0.25). The PERM result is in good quantitative agreement with the baseline solution, while the bilinear result shows significant
oscillations (up to a factor three greater) away from the baseline.
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Fig. 13. Time history of the subgrid particle distribution parameter, f. There are initially N c ¼ 400 particles per cell for each run. The
initial condition is shown in Fig. 3. The lower-left cell of the 4� 4 grid is subdivided into N 2

f fine cells (with N f ¼ 8) as shown in Figs. 8–11
and n represents the number of particles per fine cell. The subgrid distribution parameter f is then given by f ¼ stdðnÞ=ðN c=N 2

f Þ. The
abscissa shows the non-dimensional flow-through time tU c=L, where U c ¼ 1 is the mean convective velocity and L ¼ 2p is the length scale
of the domain. The solid line represents the baseline accurate solution (exact reconstruction with RK3 time integration and
CFL = 0.0625), the dash-dotted (gray) line represents the PERM solution (RK2 CFL = 0.25), and the dashed line represents the bilinear
solution (RK2 CFL = 0.25). The PERM result is in good quantitative agreement with the baseline solution, while the bilinear result shows
significant oscillations away from the baseline (up to 70% variation).
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5.2. Problem 2: rotational flow with finite divergence

Since we are interested in combustion modeling, a more relevant test problem includes a non-trivial finite
divergence field. Using the Helmholtz decomposition [19], any velocity field can be decomposed into a rota-
tional, solenoidal component and an irrotational (potential) component that accounts for the divergence. Here
we add a potential flow component to the rotational flow used in the previous section. The exact velocity field
is specified to be

Uðx; y; tÞ ¼ 1� 2 cosðx� tÞ sinðy � tÞ þ sinðxÞ cosð2tÞ; ð92Þ
V ðx; y; tÞ ¼ 1þ 2 sinðx� tÞ cosðy � tÞ þ sinðyÞ cosð2tÞ: ð93Þ

The divergence of this flow field is

r �U ¼ ½cosðxÞ þ cosðyÞ� cosð2tÞ: ð94Þ
The potential part is periodic in space and time and causes a ‘‘pulsing” of the divergence field: fluid particles
are initially compressed toward the center of the periodic domain; the flow then cycles to compress the fluid
particles toward the corners of the domain. The frequency is set to give two compression cycles per flow-
through time.

Except for the velocity field, the problem set-up is essentially identical to Problem 1. The initial particle
positions are chosen at random from a uniform distribution in each cell using Latin hypercube sampling.
The initial grid-level particle number density is exactly uniform with N c ¼ 400 particles per cell. Eq. (9) is inte-
grated forward in time to t ¼ 2L=U c, two flow-through times (in this case, four compression cycles), where
U c ¼ 1 is the mean convective velocity. The main difference between this problem and the previous one is that
here we do not have an analytic expression for the mass density. Instead we rely on the ‘‘exact RK3” scheme to
provide an accurate numerical solution for comparison. The velocity reconstruction is taken exactly from (92)
and (93) and (9) is integrated accurately in time using the RK3 scheme given by (83)–(85). Note that we can
add the following evolution equation to the particle system to obtain a highly accurate numerical solution for
the mass density at the particle position,

d ln q�

dt
¼ �r � hU�jxi; ð95Þ

where q�ðt0Þ � qðX�½t0�; t0Þ and we obtain r � hU�ðtÞjxi ¼ r � ðU½x; t�Þ from (94).
The PERM and bilinear reconstructions require the staggered-grid velocity components, which are sampled

from the analytic solution, (92) and (93), at the staggered positions; the discrete cell divergence is then
obtained from (23).

The complexity of the flow pattern can be seen in Fig. 14 where we show the baseline accurate result for a
4 � 4 grid with initially N c ¼ 400 particles per cell (uniformly distributed, see Fig. 3). Note that the grid for the
baseline case is shown simply for reference; the grid spacing h only affects the time step in the baseline calcu-
lation (through the CFL number). The results for the PERM and bilinear cases, which are integrated using the
RK2 scheme, are shown in Figs. 15 and 16, respectively. The baseline case uses a CFL of 1/16 and the RK2
cases use a CFL of 1/4. The PERM and bilinear results are in reasonable agreement with the baseline case.
However, the PERM case does a better job of capturing the fine structure of the flow pattern.

Quantifying the accuracy of the subgrid particle number density is difficult in this case because the large
void volumes with few particles introduce large statistical errors. Thus, for this problem the simple measure
used in the previous section, the subgrid particle distribution parameter f, is not a good indicator of the accu-
racy of the advection scheme. In practical simulations particle-number-density-control algorithms attempt to
keep the particle number density uniform by ‘‘splitting” and ‘‘clustering” of the particles [32]. The mean par-
ticle mass density varies through adjustments in the particle mass weightings. It is important to note that these
algorithms have no effect in the particle-tracking limit since they rely on the random velocity fluctuation for an
individual particle to keep the number density uniform. If this velocity is zero then even if particles are split
their trajectories remain identical. In LES it is important to consider the properties of the formulation in the
‘‘DNS limit.” That is, the limit in which statistical fluctuations approach zero. As this problem illustrates,
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Fig. 14. Baseline accurate solution for Problem 2 after two flow-through times, t ¼ 2L=U c, where U c ¼ 1 is the mean convective velocity
and L ¼ 2p is the length scale of the domain. The initial particle positions are as shown in Fig. 3. The flow field is defined by (92) and (93).
The reconstruction is exact; i.e., the particle velocity is taken from the exact flow field evaluated at the particle position. The positions are
advanced using the RK3 time integration scheme with CFL = 0.0625. Particle splitting and clustering algorithms are ineffective in the
particle-tracking limit and the resulting void volumes suggest the need the for alternate number-density-control algorithms which do not
rely on random walks of the particle positions. The fine structures that emerge are a result of chaotic stretching and folding interacting
with a pulsating divergence field. These structures are used as a baseline for qualitative comparison of the PERM and bilinear
reconstruction methods shown in Figs. 15 and 16 below.
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Fig. 15. PERM solution for Problem 2 after two flow-through times, t ¼ 2L=U c, where U c ¼ 1 is the mean convective velocity and L ¼ 2p
is the length scale of the domain. The initial particle positions are as shown in Fig. 3. The flow field is defined by (92) and (93). The
positions are advanced using the RK2 time integration scheme with CFL = 0.25. Though the marker particles clearly show that the
position errors are significant over this time scale (compared with Fig. 14), the qualitative structure of the solution is maintained by the
PERM advection scheme.
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improvements in number-density-control algorithms are required that do not rely on statistical fluctuations of
the particle position.

While the statistics of the subgrid particle number density are hard to quantify, we can quantify the accu-
racy of the reconstruction for velocity fields with a non-trivial divergence. To this end, a convergence study
based on the test problem from this section is presented in Appendix D. The study confirms that the bilinear
scheme is first-order accurate for the divergence and that PERM is second-order accurate for the divergence.

5.3. Problem 3: solenoidal, rotational flow in 3D

In this section we present a test case and results for the 3D implementation. A simple 3D extension of the
solenoidal toy problem from Section 5.1 is the following:

Uðx; y; z; tÞ ¼ 1� 2 cosðx� tÞ sinðy � tÞ sinðz� tÞ; ð96Þ
V ðx; y; z; tÞ ¼ 1þ 4 sinðx� tÞ cosðy � tÞ sinðz� tÞ; ð97Þ
W ðx; y; z; tÞ ¼ 1� 2 sinðx� tÞ sinðy � tÞ cosðz� tÞ: ð98Þ

Note that the divergence of this field is zero for all time. We utilize the exact solution (96)–(98) in the same
manner as before: the staggered-grid velocity data are sampled at the staggered locations and these data
are used as the basis for the subgrid velocity reconstruction.

We consider a periodic, cubic domain of side L ¼ 2p with Nx ¼ 4 cells in each direction. To maintain a vol-
umetric particle number density similar to the 2D case, and hence a similar level of statistical error, we specify
initially N c ¼ 8000 particles per cell (N c ¼ 400 ¼ 20� 20 for the 2D case and N c ¼ 8000 ¼ 20� 20� 20 for
the 3D case). The particle positions are advanced in time using the RK2 scheme (81) and (82) for a period
equal to four flow through times. That is, the simulations are run to time t ¼ 4L=U c, where U c ¼ 1 is the mean
convective velocity.

We first run a baseline case using an ‘‘exact” reconstruction. As before, in the exact reconstruction the par-
ticle velocities are taken from the specified velocity field (96)–(98) evaluated at the current particle positions. In
contrast to the 2D problem, here the RK2 scheme is used for the time integration, again with a CFL of 1/16.
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Fig. 16. Bilinear solution for Problem 2 after two flow-through times, t ¼ 2L=U c, where U c ¼ 1 is the mean convective velocity and L ¼ 2p
is the length scale of the domain. The initial particle positions are as shown in Fig. 3. The flow field is defined by (92) and (93). The
positions are advanced using the RK2 time integration scheme with CFL = 0.25. By comparing this result with Fig. 14, we can see that
much of the detailed structure of the accurate solution is lost using the bilinear reconstruction.
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The change to the RK2 scheme for the baseline accurate solution is made simply to ease the implementation in
the 3D code and, as can be seen below, does not adversely affect the results for the constant-density case con-
sidered here. In Table 2 we report the baseline measures of the grid-level and subgrid-level particle density
variations, max(Dqrms) and max(f), respectively. The grid-level deviation, Dqrms, is taken from (89). To obtain
the subcell particle number density we subdivide cell fi ¼ j ¼ k ¼ 1g into N 3

f uniform fine cells (with N f ¼ 8), n

represents the number of particles in a fine cell, nave ¼ N c=N 3
f , and the subgrid particle distribution parameter

is obtained from (91).
Table 2 also reports the grid-level and subgrid-level particle densities for the PERM and trilinear cases

at two different CFL numbers, CFL = 1/4 and CFL = 1/16, using the RK2 scheme. As can be seen, the
temporal error is significant for both the PERM and trilinear cases for a CFL of 1/4. With a smaller time
step, CFL = 1/16, the PERM results converge to the baseline accurate case, while the trilinear results do

Table 2
Quantitative results for Problem 3

Case Figures Recon Time int CFL max(Dqrms) max(f)

Baseline 18 and 20 Exact RK2 1/16 0.014 0.280
3a 18 and 20 PERM RK2 1/4 0.12 0.476
3b 18 and 20 PERM RK2 1/16 0.023 0.300
3c 18 and 20 Trilinear RK2 1/4 0.15 0.580
3d 18 and 20 Trilinear RK2 1/16 0.24 0.552

The 3D periodic domain is a cube of side L ¼ 2p. We use a 4 � 4 � 4 uniform grid. There are initially N c ¼ 8000 particles per cell with
positions chosen independently at random from a uniform distribution (no Latin hypercube sampling in this case). Eq. (9) is integrated to
a total time of t ¼ 4L=U c, four flow-through times, where U c ¼ 1 is the mean convective velocity. In the table below, the first column gives
the case number, the second column lists the relevant figures for each case, the third column (Recon) gives the reconstruction method, the
fourth column (Time int) gives the time integration method, the fifth column gives the CFL, the sixth column shows our measure of the
grid-scale mass density deviation, and the last column gives a measure of the subgrid particle position distribution. Cell fi ¼ j ¼ k ¼ 1g is
subdivided into N3

f fine cells (with N f ¼ 8) and n represents the histogram of the number of particles in a fine cell. The subgrid particle
distribution parameter is defined as f ¼ stdðnÞ=ðN c=N3

f Þ. In the last two columns we report the maximum values of Dqrms and f observed
over the run time (see the time histories in Figs. 18 and 20).
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Fig. 17. Time history of the grid-level mass density variation, Dqrms, given by (89), for the 3D baseline case and cases 3a and 3c from Table
2. The abscissa shows the non-dimensional flow-through time tU c=L, where U c ¼ 1 is the mean convective velocity scale and L ¼ 2p is the
domain length scale. The solid line represents the baseline accurate results using an ‘‘exact” reconstruction (particle velocities taken from
the analytical solution) and the RK2 time integration scheme with CFL = 0.0625. The dash-dotted (gray) line represents the PERM results
using the RK2 scheme with CFL = 0.25 and the dashed line represents the trilinear results using the RK2 scheme with CFL = 0.25.

R. McDermott, S.B. Pope / Journal of Computational Physics 227 (2008) 5447–5491 5473



Author's personal copy

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.05

0.1

0.15

0.2

0.25

Fig. 18. Time history of the grid-level mass density variation, Dqrms, given by (89), for the 3D baseline case and cases 3b and 3d from Table
2. The abscissa shows the non-dimensional flow-through time tU c=L, where U c ¼ 1 is the mean convective velocity scale and L ¼ 2p is the
domain length scale. The solid line represents the baseline accurate results using an ‘‘exact” reconstruction (particle velocities taken from
the analytical solution) and the RK2 time integration scheme with CFL = 0.0625. The dash-dotted (gray) line represents the PERM results
using the RK2 scheme with CFL = 0.0625 and the dashed line represents the trilinear results using the RK2 scheme with CFL = 0.0625.
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Fig. 19. Time history of the subgrid particle distribution parameter, f, for the 3D baseline case and cases 3a and 3c from Table 2. There
are initially N c ¼ 8000 particles per cell. We obtain n by subdividing cell fi ¼ j ¼ k ¼ 1g into N 3

f fine cells (with N f ¼ 8) and constructing
the histogram of the number of particles n in each fine cell. We then obtain the subgrid distribution parameter by f ¼ stdðnÞ=ðN c=N 3

f Þ. The
abscissa shows the non-dimensional flow-through time tU c=L, where U c ¼ 1 is the mean convective velocity scale and L ¼ 2p is the domain
length scale. The solid line represents the baseline accurate results using an ‘‘exact” reconstruction (particle velocities taken from the
analytical solution) and the RK2 time integration scheme with CFL = 0.0625. The dash-dotted (gray) line represents the PERM results
using the RK2 scheme with CFL = 0.25 and the dashed line represents the trilinear results using the RK2 scheme with CFL = 0.25.
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not improve. In fact, for this problem over the range of time steps studied, the grid-level variation for the
trilinear case worsens as the time step is decreased.

Time histories of the grid- and subgrid-level densities for the cases listed in Table 2 are shown in Figs. 17
and 19 for CFL = 1/4 and in Figs. 18 and 20 for CFL = 1/16. For large time steps, it appears that the trilinear
and PERM results are approaching similar levels of error. With a sufficiently small time step the PERM results
converge to the baseline accurate results at both the grid and subgrid levels. These results suggest that
improvements to the time integration scheme may be beneficial. It should be noted that, while the two-stage
RK scheme is a significant improvement over explicit Euler, the overall advection scheme is still formally first-
order due to the discontinuities at the cell boundaries. Improvements to this scheme to achieve formal second-
order accuracy will necessarily require more sophisticated (potentially more costly) particle-tracking methods
(i.e., determination of when and where a particle leaves one cell and enters another). This issue is addressed in
a supplemental paper [26]. It is to be noted that the inaccuracies of the time integration need not negate the
improved spatial accuracy of the reconstruction introduced in this paper. The results of this section, which –
given the coarseness of the underlying grid – are well representative of practical LES cases, show that sufficient
accuracy may be achieved with a reasonable time step. Improvements to the overall advection scheme should
seek to reduce the overall cost to achieve comparable agreement with the baseline solution. This may occur
through reducing the cell-to-cell discontinuities or improving the accuracy of the time integration (see [26]).

6. Future work

Higher-order PERM-like reconstructions may be needed in conjunction with high-order finite difference
schemes for the velocity field. The present reconstruction strategy targets second-order finite-volume methods.
Note that this second-order method may still be useful for DNS especially when coupled with adaptive mesh
refinement (see [4]). However, in finite difference methods it is common to employ schemes with spectral-like
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Fig. 20. Time history of the subgrid particle distribution parameter, f, for the 3D baseline case and cases 3b and 3d from Table 2. There
are initially N c ¼ 8000 particles per cell. We obtain n by subdividing cell fi ¼ j ¼ k ¼ 1g into N 3

f fine cells (with N f ¼ 8) and constructing
the histogram of the number of particles n in each fine cell. We then obtain the subgrid distribution parameter by f ¼ stdðnÞ=ðN c=N 3

f Þ. The
abscissa shows the non-dimensional flow-through time tU c=L, where U c ¼ 1 is the mean convective velocity scale and L ¼ 2p is the domain
length scale. The solid line represents the baseline accurate results using an ‘‘exact” reconstruction (particle velocities taken from the
analytical solution) and the RK2 time integration scheme with CFL = 0.0625. The dash-dotted (gray) line represents the PERM results
using the RK2 scheme with CFL = 0.0625 and the dashed line represents the trilinear results using the RK2 scheme with CFL = 0.0625.
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accuracy for the velocity field on uniform or stretched grids and thus higher-order interpolation schemes for
particle tracking are also needed. PERM is extremely effective at tracking particles for constant-density flows
because here the divergence field is identically zero. As we note in Section 5.1, moderately high-order schemes
such as cubic splines which do not control the divergence lead to voids and clustering of particles at the sub-
grid level. As the degree of density variation increases PERM yields the best estimate of the subgrid divergence
field that is possible for a second-order scheme. However, if the divergence field varies as a polynomial of
degree three or higher, then higher-order interpolation schemes may be required.

The results of the 3D test case clearly point out that improved accuracy in the advection scheme can be
achieved through improved time integration. The current RK2 scheme is second-order accurate within a cell,
but reverts to zeroth-order accuracy at a cell discontinuity. The remedy to this situation may require more
costly particle-tracking algorithms (i.e., determination of when and where a particle crosses a cell boundary)
and leads to the question of whether greater efficiency (i.e., lower computational cost for a specified error tol-
erance) can be better achieved by: (1) the present method on a refined grid, (2) improved time integration, or
(3) reduction in (or elimination of) the spatial discontinuities, which can only come through a higher-order
reconstruction. An improved time integration scheme which supplements the present work is developed in
[26].

The natural extension of the present method to higher order is to use cubic reconstructions for the edges
parallel with the component direction and quadratic reconstructions in the cross-component directions. Such
a method has the potential to eliminate, or at least significantly reduce, the cell-to-cell discontinuities in the
cross-directional velocities and divergence fields. Of course, as usual in numerical methods, accuracy and
(one-time) cost are (inversely) coupled. We say ‘‘one-time cost” because often for a specified error tolerance
the overall simulation is more efficient when using a more accurate scheme. As a case in point, the study by
Yeung and Pope [31] shows that in the DNS context cubic-spline interpolation is much more efficient than
trilinear interpolation. In the LES/FDF context the situation is not as clear. Many aspects of practical sim-
ulations are inaccurate, and with the particle position suffering a random walk there may be limited benefit
from utilizing a highly-accurate particle-tracking scheme. Guaranteeing proper particle density at the grid
level (addressed by [32]) and subgrid level (open research area) is most likely the key issue.

7. Conclusions

Within this work we have introduced the parabolic edge reconstruction method (PERM), a variant of the
2D reconstruction method of Jenny et al. [12] based on the piecewise parabolic method (PPM) of Colella and
Woodward [5]. In addition to improving the properties of the 2D reconstruction, we have shown how the new
scheme is easily extended to 3D (Appendix A) and non-uniform grids (Appendix B). The new formulation
obeys the following general principle: For a given velocity component, the second-order slopes for the para-
bolic edges aligned with that component are determined primarily by their own fields (as opposed to the veloc-
ity divergence, which involves other fields) and a minimum correction is made to the second-order slopes along
the parabolic edges so that the reconstructed divergences at cell vertices are as close a possible to the average
values of the divergences of the incident cells.

As discussed in the introduction, the divergence that the particles experience plays a critical role in main-
taining correspondence between the PDF of particle position and the Eulerian filtered mass density in the par-
ticle-tracking limit (no velocity fluctuations). It is desirable that hybrid LES/FDF formulations treat particle-
tracking accurately because the model then behaves appropriately in the DNS limit (discussed in more detail
in [15]). Additionally, accurate particle-tracking schemes may be useful for aerosol transport across a range of
problems. The philosophy underlying the current scheme is that the most cost-effective way to control the
velocity divergence at the particle position is to use a velocity reconstruction that is parabolic in the veloc-
ity-component direction and linear in the component-normal direction. In addition to the added accuracy
achieved for the given component in one direction, through a minimum correction we are able to control
the divergence of the reconstructed velocity field and this proves to be useful in maintaining a uniform particle
number density in the constant-mass-density limit. The key advantages that PERM displays over other com-
monly used particle-tracking schemes (such as spectral methods and B-splines) are its compact support and its
control over the subgrid divergence. We highlight these advantages in Section 5.1 where it is made clear that
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accurate control over the subgrid divergence leads to a more accurate subgrid particle number density and that
this can be achieved with a relatively low-order method which satisfies the face integral constraint.

The properties of the new method are reiterated below:

1. For a given component, the reconstructed field in the component direction is continuous, piecewise para-
bolic, and formally second-order accurate (though third-order behavior is observed at coarse resolution for
the test problems presented here).

2. In the component-normal direction the reconstructed field is piecewise linear and second-order accurate.
3. In the component direction, the spatial derivative of that component is piecewise linear and second-order

accurate.
4. In the component-normal direction, the spatial derivative is piecewise constant and first-order accurate.
5. The surface integral of the reconstructed field is consistent with the discrete cell divergence obtained from

the staggered-grid velocity data.
6. The divergence of the reconstructed field is piecewise bilinear in 2D (trilinear in 3D), but may be discon-

tinuous from cell to cell.
7. Due to Items 5 and 6, the reconstructed divergence evaluated at the cell center matches the discrete cell

divergence.
8. At cell vertices the reconstructed divergence is as close as possible (given the quadratic form of the recon-

struction) to the average divergence of the surrounding cells.
9. Due to Item 8, the divergence of the reconstructed field is everywhere zero in the constant-density case.

Given the apparent complexity in deriving the method, it is worth mentioning that the implementation is
straightforward and efficient. Even though the edge parameters are concisely written in matrix notation above
and in the appendices, there is no need to perform a matrix inversion or solve a linear system during a sim-
ulation. The components of the pseudo-inverse Bþ are simply stored upon initialization of the program. Fur-
ther, note that the A and B matrices are sparse and this fact should be exploited for efficient matrix–vector
multiplications. Lastly, the edge parameters need to be computed only once per time step for the two-stage
Runge–Kutta scheme used here.

In Section 5 we present results for: (1) a 2D solenoidal, rotational flow; (2) a 2D rotational flow with non-
zero divergence; and (3) a 3D solenoidal, rotational flow. From the first problem we can draw the conclusion
that the PERM method is effective at maintaining a uniform particle number density for constant-density
flows in 2D. In this case the time step used is reasonable for practical calculations (CFL = 0.25) and the sinu-
soidal solution on the coarse underlying grid is non-trivial and representative of a (2D) LES field. The second
problem adds the effect of a pulsating divergence field and therefore is more relevant to turbulent reacting
flows. The resulting flow field, which has a complex structure resulting from the stretching and folding of cha-
otic advection, leads to large particle void volumes, even in the baseline accurate case. Since particle splitting
and clustering algorithms are ineffective in the particle-tracking limit, and since uniform particle number den-
sity is necessary to minimize the statistical error encountered when computing cell means, we can conclude
that improved algorithms for particle number density control are needed that do not rely on a random walk
of the particles. The third and final problem mimics the first problem but in 3D. Perhaps surprisingly, we find
that temporal errors are controlling for this problem for a CFL of 1/4. This is understandable, however,
because even though the two-stage RK scheme is a dramatic improvement over explicit Euler (though tests
are not shown here, this is indeed the case), the scheme is still formally first-order in the presence of discon-
tinuities at cell boundaries. We find that a CFL of 1/16 is sufficient to reduce the temporal error to approx-
imately the same level as the spatial errors for the problem considered. The issue of improved time integration
is further discussed in a supplemental paper [26]. Note that in all the test cases presented here a large number
of particles is used in order to minimize statistical error.

Acknowledgments

This research was performed while the first author held a National Research Council Research Associate-
ship Award at the National Institute of Standards and Technology. The second author was supported by the

R. McDermott, S.B. Pope / Journal of Computational Physics 227 (2008) 5447–5491 5477



Author's personal copy

National Science Foundation through Grant CBET-0426787. Additionally, the authors would like to thank
Pavel Popov for helpful analyses and discussions.

Appendix A. 3D reconstruction

In this appendix we provide details on the 3D formulation for PERM. The 3D reconstruction follows all
the basic principles outlined in Section 3.2 for the 2D scheme. The only significant differences result from the
shapes of the matrices A;B and Bþ and the rank deficiency of the matrix B, since each cubic cell has 12 edges
and 8 vertices. The 3D reconstruction is presented below in (102)–(104) and the divergence of the recon-
structed field is given by (105)–(108). For brevity, not all the final vertex velocities are explicitly shown.
Instead, we provide an example for obtaining the final vertex velocity components on the north face. All
the remaining components are specified analogously and the parabolic edge velocities and first-order slopes
are obtained using (19) and (20). The second-order slopes are obtained from the least-squares/minimum-norm
solution (121). Details for specifying the elements of the matrices A and B (for our choice of ordering, which is
explained below) are provided via Algorithms 1 and 2. The pseudo-inverse Bþ is obtained from the singular
value decomposition of B.

We denote the directional components as x ¼ ½x; y; z�T. The center of cell ði; j; kÞ is located at ðxi; yj; zkÞ and
the local cell coordinates are defined as

qi �
x� xi

hi
þ 1

2
for x 2 xi �

hi

2
; xi þ

hi

2

� �
; qi 2 ½0; 1�; ð99Þ

rj �
y � yj

gj

þ 1

2
for y 2 yj �

gj

2
; yj þ

gj

2

h i
; rj 2 ½0; 1�; ð100Þ

sk �
z� zk

fk
þ 1

2
for z 2 zk �

fk

2
; zk þ

fk

2

� �
; sk 2 ½0; 1�; ð101Þ

where hi; gj and fk are the local cell width, height, and depth, respectively. In the remainder of this appendix we
consider uniform, cubic grids. Hence, we denote the grid spacing as h ¼ hi ¼ gj ¼ fk and we drop the sub-
scripts on q; r and s. The extension of the method to non-uniform grids is discussed in Appendix B.

The parabolic edge reconstruction is
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vðq; r; sÞ ¼ ð1� sÞ ð1� qÞ �vBW þ r � 1
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wðq; r; sÞ ¼ ð1� qÞ ð1� rÞ �wSW þ s� 1
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The divergence of this field is

hðr � uÞ � /ðq; r; sÞ ¼ ou
oq
þ ov
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þ ow
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; ð105Þ
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The specification of the parabolic edge parameters follows all the basic principles detailed for the 2D case.
We first specify the vertex values. For the 3D case we do not go into all the details, which are tedious. Instead,
as an example, we show how to obtain the v-component vertex values for the ‘‘north” face (see Fig. 21). The v-
component values for the south face, the u-component vertex values for the east and west faces, and the w-
component vertex values for the top and bottom faces follow analogously. With the vertex values specified,
the parabolic edge velocities and first-order slopes follow by analogy with (19) and (20). The second-order
slopes are specified analogously to the method discussed in Section 3.2. Algorithms for specifying the elements
of the matrices are provided below.

Let us start by defining temporary vertex values for the north face,

v̂i�1
2;jþ

1
2;k�

1
2
¼ 1

4
ðV i;jþ1

2;k
þ V i�1;jþ1

2;k
þ V i�1;jþ1

2;k�1 þ V i;jþ1
2;k�1Þ; ð109Þ

v̂iþ1
2;jþ

1
2;k�

1
2
¼ 1

4
ðV i;jþ1

2;k
þ V i;jþ1

2;k�1 þ V iþ1;jþ1
2;k�1 þ V iþ1;jþ1

2;k
Þ; ð110Þ
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v̂iþ1
2;jþ

1
2;kþ

1
2
¼ 1

4
ðV i;jþ1

2;k
þ V iþ1;jþ1

2;k
þ V iþ1;jþ1

2;kþ1 þ V i;jþ1
2;kþ1Þ; ð111Þ

v̂i�1
2;jþ

1
2;kþ

1
2
¼ 1

4
ðV i;jþ1

2;k
þ V i;jþ1

2;kþ1 þ V i�1;jþ1
2;kþ1 þ V i�1;jþ1

2;k
Þ: ð112Þ

Fig. 21. A 3D cell showing the storage locations for the ‘‘top”, ‘‘north”, and ‘‘east” staggered-grid velocity data W i;j;kþ1
2
; V i;jþ1

2;k
;U iþ1

2;j;k
,

respectively. We also show the labeling convention of the cell vertices in terms of the local cell coordinates ðq; r; sÞ, defined by (100) and
(101). The parabolic edge velocity components are shown in order to identify each of the 12 edges. Considering the u-component parabolic
edges, for example, there are four: the bottom-south (BS), the bottom-north (BN), the top-north (TN), and the top-south (TS), with edge
velocities �uBS; �uBN; �uTN, and �uTS, respectively. The parabolic edges for the other components follow a similar naming convention. What
matters in the formulation is not how the edges are named but rather how they are ordered. The ordering used in the matrix equations,
(121) for example, is adopted based on the pattern which is apparent in (102)–(104). The ordering of the vertices is based on a logical
nesting of for loops as shown in Algorithms 1 and 2.

Fig. 22. North face vertex connectivity. The temporary vertex velocities are obtained by averages of the surrounding staggered-grid
velocity data. For example, as shown, v̂i�1

2;jþ
1
2;k�

1
2
¼ 1

4
½V i;jþ1

2;k
þ V i�1;jþ1

2;k
þ V i�1;jþ1

2;k�1 þ V i;jþ1
2;k�1�.
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These are averages of the staggered-grid velocities from the faces surrounding the vertex (see Fig. 22). In prac-
tice, the temporary vertex velocities should be stored at the grid level (they are coincident for all cells), as they
are also used in the estimate for the second-order slopes. Let �̂vN denote the average of the temporary vertex
velocities on the north face. The final vertex values are specified as

vð0; 1; 0Þ ¼ v̂i�1
2;jþ

1
2;k�

1
2
þ V i;jþ1

2;k
� �̂vN; ð113Þ

vð1; 1; 0Þ ¼ v̂iþ1
2;jþ

1
2;k�

1
2
þ V i;jþ1

2;k
� �̂vN; ð114Þ

vð1; 1; 1Þ ¼ v̂iþ1
2;jþ

1
2;kþ

1
2
þ V i;jþ1

2;k
� �̂vN; ð115Þ

vð0; 1; 1Þ ¼ v̂i�1
2;jþ

1
2;kþ

1
2
þ V i;jþ1

2;k
� �̂vN: ð116Þ

The remaining vertex velocities are specified similarly.
By analogy with (61), the starting point for specifying the second-order slopes is to look at the matrix equa-

tion for vertex values of the reconstructed divergences,

U ¼ ADð1Þ þ BDð2Þ; ð117Þ

where now U is an eight-vector which we choose to order based on a logical nesting of for loops as shown in
Algorithms 1 and 2 below,

U ¼ ½/ð0;0;0Þ; /ð0;0;1Þ; /ð0;1;0Þ; /ð0;1;1Þ; /ð1;0;0Þ; /ð1;0;1Þ; /ð1;1;0Þ; /ð1;1;1Þ�T :
ð118Þ

The first- and second-order slopes are 12-vectors which we order in accord with the pattern suggested by
(106)–(108),

Dð1Þ ¼ ½Dð1Þu;BS;D
ð1Þ
u;BN;D

ð1Þ
u;TS;D

ð1Þ
u;TN;D

ð1Þ
v;BW;D

ð1Þ
v;BE;D

ð1Þ
v;TW;D

ð1Þ
v;TE;D

ð1Þ
w;SW;D

ð1Þ
w;NW;D

ð1Þ
w;SE;D

ð1Þ
w;NE�

T
; ð119Þ

Dð2Þ ¼ ½Dð2Þu;BS;D
ð2Þ
u;BN;D

ð2Þ
u;TS;D

ð2Þ
u;TN;D

ð2Þ
v;BW;D

ð2Þ
v;BE;D

ð2Þ
v;TW;D

ð1Þ
v;TE;D

ð2Þ
w;SW;D

ð2Þ
w;NW;D

ð2Þ
w;SE;D

ð2Þ
w;NE�

T
: ð120Þ

The elements of the sparse 8 � 12 matrices A and B are thus given by Algorithms 1 and 2 below.
As in the 2D version, to specify the second-order slopes we first decompose Dð2Þ into D̂þ d. The values of D̂

are specified by an estimate of the second spatial derivative for the edge component along the edge direction
analogous to (70). The correction, d, is then obtained from the LSMN solution

d ¼ BþðH� ADð1Þ � BD̂Þ; ð121Þ

where

H ¼ ½hi�1
2;j�

1
2;k�

1
2
; hi�1

2;j�
1
2;kþ

1
2
; hi�1

2;jþ
1
2;k�

1
2
; hi�1

2;jþ
1
2;kþ

1
2
; hiþ1

2;j�
1
2;k�

1
2
; hiþ1

2;j�
1
2;kþ

1
2
; hiþ1

2;jþ
1
2;k�

1
2
; hiþ1

2;jþ
1
2;kþ

1
2
�T: ð122Þ

Note that Bþ (the Moore–Penrose pseudo-inverse of B) is easily obtained in practice using the Matlab function
pinv (see e.g. [6] for further discussion on Bþ).

Substituting the second-order slopes Dð2Þ ¼ D̂þ d back into (117) and subtracting H from both sides we
obtain

U�H ¼ ðI � BBþÞðADð1Þ �HÞ; ð123Þ
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Algorithm 1

Elements of A. Note that the column entries are taken from the coefficients as presented in (106)–(108). Also,
the row ordering from the nested for loops leads to the ordering of the eight-vector U given in (117).

1: A=zeros(8,12); % Initialize A as an 8 � 12 matrix of all zeros.

2: irow=0; % Row index.

3: for q=0:1
4: for r=0:1

5: for s=0:1

6: irow=irow+1;

7: A(irow,1)=(1-s)*(1-r);
8: A(irow,2)=(1-s)*r;
9: A(irow,3)=s*(1-r);
10: A(irow,4)=s*r;
11: A(irow,5)=(1-s)*(1-q);
12: A(irow,6)=(1-s)*q;
13: A(irow,7)=s*(1-q);
14: A(irow,8)=s*q;
15: A(irow,9)=(1-q)*(1-r);
16: A(irow,10)=(1-q)*r;
17: A(irow,11)=q*(1-r);
18: A(irow,12)=q*r;
19: end for
20: end for

21: end for

Algorithm 2

Elements of B. Note that the column entries are taken from the coefficients as presented in (106)–(108). Also,
the row ordering from the nested for loops leads to the ordering of the eight-vector U given in (117).

1: B=zeros (8,12); % Initialize B as an 8 � 12 matrix of all zeros.

2: irow=0; % Row index.

3: for q=0:1

4: for r=0:1

5: for s=0:1

6: irow=irow+1;

7: B(irow,1)=(1-s)*(1-r)*(q-0.5);
8: B(irow,2)=(1-s)*r*(q-0.5);
9: B(irow,3)=s*(1-r)*(q-0.5);
10: B(irow,4)=s*r*(q-0.5);
11: B(irow,5)=(1-s)*(1-q)*(r-0.5);
12: B(irow,6)=(1-s)*q*(r-0.5);
13: B(irow,7)=s*(1-q)*(r-0.5);
14: B(irow,8)=s*q*(r-0.5);
15: B(irow,9)=(1-q)*(1-r)*(s-0.5);
16: B(irow,10)=(1-q)*r*(s-0.5);
17: B(irow,11)=q*(1-r)*(s-0.5);
18: B(irow,12)=q*r*(s-0.5);
19: end for

20: end for

21: end for
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which is similar to the 2D result (74). Here we have ðI � BBþÞA ¼ 1
4
onesð8; 12Þ and I � BBþ ¼ 1

8
onesð8; 8Þ,

where onesðm; nÞ is an m� n matrix of all ones. Therefore, at the ‘‘bottom-south–west” vertex
(q ¼ r ¼ s ¼ 0), for example, we have

/ð0; 0; 0Þ ¼ hi�1
2;j�

1
2;k�

1
2
þ hðrh �UÞ �

1

8
sumðHÞ; ð124Þ

where sumðHÞ is the summation of the elements of H from (122). Thus, the 3D reconstruction also reduces to
zero divergence everywhere for the incompressible case. In fact, the 3D reconstruction possesses all the same
properties as the 2D case, which are listed in Section 3.2.

Appendix B. Extension to non-uniform grids

In this appendix we first consider the reconstruction for cell (i; j) on a 2D non-uniform grid. We then sum-
marize the procedure for non-uniform grids in 3D.

In 2D, the grid spacings in the x-direction are ½ahi; hi; bhi� for cells in the ½i� 1; i; iþ 1� columns, respec-
tively. Similarly, in the y-direction we have grid spacings ½jgj; gj; cgj� for cells in rows ½j� 1; j; jþ 1�. A
sketch of the grid is shown in Fig. 23. Note that we do not require smoothness restrictions on the rela-
tionships between a and b or j and c. We assume only that these parameters are constant, positive, and
Oð1Þ.

A key difference between the uniform and non-uniform reconstructions is the scaling of the interpolated
divergence at the cell vertices. We must first compute the scaled discrete divergence, denoted W, for all the cells
in the neighborhood of (i; j),

Wði;jÞ‘;m ¼ hi

U ‘þ1
2;m
� U ‘�1

2;m

h‘

 !
þ gj

V ‘;mþ1
2
� V ‘;m�1

2

gm

 !
; ð125Þ

for ‘ ¼ fi� 1; i; iþ 1g and m ¼ fj� 1; j; jþ 1g. The subscript ‘þ 1
2
, for example, is used to identify a stag-

gered velocity component on the ‘‘east” face of a cell centered at x‘ (which is of width h‘). Note that the nine
elements of the array Wði;jÞ are unique to cell ði; jÞ.

Fig. 23. Non-uniform grid in 2D. For cell (i; j) centered at ðxi; yjÞ the cell width and height are hi and gj, respectively. As shown, the
neighboring cell widths and heights vary by the Oð1Þ factors a; b;j, and c.
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The interpolated vertex divergence values H are determined from bilinear interpolation of the elements of
Wði;jÞ. For example, at the south–west vertex we have

hi�1
2;j�

1
2
¼ Wði;jÞi�1;j�1

1

1þ a

� �
1

1þ j

� �
þWði;jÞi;j�1

a
1þ a

� �
1

1þ j

� �
þWði;jÞi�1;j

1

1þ a

� �
j

1þ j

� �

þWði;jÞi;j
a

1þ a

� �
j

1þ j

� �
: ð126Þ

Temporary vertex velocities are obtained using the ‘‘inverse lever rule.” For example, the north–east tem-
porary vertex value for the u-component is computed by

ûiþ1
2;jþ

1
2
¼

U iþ1
2;jþ1 þ cU iþ1

2;j

1þ c
: ð127Þ

The final vertex values are then obtained in the same manner as in the uniform-grid case (see Eqs. (36), (37),
(39), (45)–(47)). Similarly, the parabolic edge velocities and first-order slopes do not require modification for
non-uniform grids (see Eqs. (48)–(55)).

We obtain the specified second-order slopes D̂ from an estimate of the second spatial derivative in the edge
direction (i.e., the direction parallel with the edge) evaluated at the edge center. As an example, consider an
edge centered at xi; the specified second-order slope is given by (the y locations of the temporary vertex veloc-
ities are suppressed to avoid clutter)

D̂i ¼
Kaûiþð12þbÞ � Kbûi� 1

2það Þ � ½1þ b�Ka þ aKb

� �
ûiþ1

2
þ bKa þ ½1þ a�Kb

� �
ûi�1

2

Ka
½1=2þb�2

2
� 1

8

	 

� Kb

½1=2þa�2
2
� 1

8

	 
 ; ð128Þ

where the factors Ka and Kb are defined by

Ka �
1
2
þ a

� �
24

�
1
2
þ a

� �3

6
ð129Þ

and

Kb �
1
2
þ b

� �3

6
�

1
2
þ b

� �
24

: ð130Þ

Note that (128) is second-order accurate, that is,

o2u
ox2

� �
x¼xi

¼ D̂i

h2
i

þOðh2
i Þ ð131Þ

and reduces to (70) for a uniform grid, a ¼ b ¼ 1. A one-sided difference similar to (128) can be derived for use
near boundaries.

With all the parameters of the reconstruction established as described above in this appendix, the second-
order slope correction d is obtained by (71) and the second-order slopes are given by Dð2Þ ¼ D̂þ d without loss
of accuracy. The reconstructed velocity for cell (i; j) is then given by (26) and (27), with q ¼ qi and r ¼ rj as
defined by (21) and (22), respectively. The resulting reconstruction on non-uniform grids retains all the prop-
erties summarized in the conclusions (Section 7).

The extension to 3D, non-uniform grids may be approached similarly:

1. The respective x-direction, y-direction, and z-direction terms of the scaled discrete divergence Wði;j;kÞ for cell
(i; j; k) are scaled by the local cell width, height, and depth ½hi; gj; fk� analogous to (125). Note that the diver-
gence array has 27 elements per cell: Wði;j;kÞ‘;m;n , for ‘ ¼ fi� 1; i; iþ 1g;m ¼ fj� 1; j; jþ 1g, and
n ¼ fk � 1; k; k þ 1g.

2. The interpolated vertex divergence H is obtained from trilinear interpolation of the elements of Wði;j;kÞ.
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3. The temporary vertex values are obtained from bilinear interpolation of the staggered-grid velocity data.
4. The final vertex values, the parabolic edge velocities, and the first-order slopes are obtained in the same

manner as the uniform-grid case (see Appendix A).
5. The specified second-order slopes D̂ are obtained by (128).
6. The second-order slope correction d is obtained in the same manner as the uniform-grid case (see Eq. (121))

and the second-order slopes are given by Dð2Þ ¼ D̂þ d.
7. The 3D reconstruction is given by (102)–(104), as in the uniform case, with q ¼ qi; r ¼ rj, and s ¼ sk as

defined by (99)–(101), respectively.

Appendix C. Formal accuracy of the parabolic edge reconstruction method

In this appendix we derive the formal accuracy of the parabolic edge reconstruction method (PERM). It is
sufficient to consider the u component for the 2D reconstruction. For the purpose of assessing accuracy, we
imagine that there exists a smooth, continuous, Eulerian field Uðx; tÞ at some time t (time is henceforth omitted
from the argument list). This field represents the particle conditional mean field hU �jxi, for example. As
depicted in Fig. 24, we imagine a cell centered at ðxi � ih� h

2
; yj � jg � g

2
Þ where h and g are the uniform grid

spacings in the x- and y-directions, respectively. For simplicity, we only consider h ¼ g, but, as we will see, dis-
tinguishing these parameters makes the results easier to interpret. To exploit symmetry, we work in terms of the
local cell coordinates n � x� xi and g � y � yj, which give the position relative to the cell center (note that these
differ from the local coordinates used earlier in the paper). The staggered-grid velocity data are stored on the
‘‘east” and ‘‘west” faces of the cell. Here we denote these data by Uiþ1

2;j
and U i�1

2;j
for all i; j, respectively.

The PERM reconstruction for the u component in terms of the new local cell coordinates is

uðn; gÞ ¼ 1

2
� g

g

� �
�uS þ

n
h
Dð1Þu;S þ

1

2

n2

h2
� 1

4

� �
Dð2Þu;S

� �
þ 1

2
þ g

g

� �
�uN þ

n
h
Dð1Þu;N þ

1

2

n2

h2
� 1

4

� �
Dð2Þu;N

� �
; ð132Þ

where �uj;D
ð1Þ
u;j and Dð2Þu;j are the parabolic edge velocity, the first-order slope and second-order slope, respec-

tively, for edge j. Ultimately, each of these parameters derives from the staggered-grid velocity data.
The Taylor series expansion about the local cell origin (i.e., the Maclaurin series) for the smooth velocity

field is given by

Uðn; gÞ ¼ U þ nUx þ gU y þ
n2

2
U xx þ ngU xy þ

g2

2
U yy þ

n3

6
U xxx þ

n2g
2

U xxy þ
ng2

2
U xyy þ

g3

6
U yyy þ � � �

ð133Þ

Fig. 24. A 2D cell showing the local cell-centered coordinates n � x� xi and g � y � yj used for the accuracy analysis. The staggered-grid
velocity data, e.g. U iþ1

2;j
are stored on the cell faces. Ultimately, these data form all the parameters of the reconstruction: the parabolic edge

velocities and the first-order and second-order slopes. Also shown are the vertex locations marked by the�’s. The grid spacing is h in the x-
direction and g in the y-direction.
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where suffix notation is used to denote partial derivatives. Note that, unless otherwise indicated, U and its

derivatives are evaluated at the cell center. Hence, U x is a compact notation for oU
ox

� �
xi;yj

. In some circumstances

below, where the derivative is evaluated away from the cell center, we also use a bracketed superscript to de-

note a partial derivative, e.g. U ðyyÞ
iþ1

2;j
¼ o2U

oy2

	 

xiþh

2;yj

.

C.1. Accuracy of the PERM velocity components

It can be shown that the PERM reconstruction for the u component in terms of the cell-centered smooth
velocity is

uðn; gÞ ¼ U þ nUx þ gU y þ
n2

2
U xx þ ngU xy þ

g2

24
U yy þ

h2n
24

U xxx þ
n2g
2

U xxy þ
ng2

24
U xyy þ

5g2g
24

U yyy

þOðnagbhcgiÞ; ð134Þ

where a; b; c, and i are nonnegative integers which sum to four. Since we have h ¼ g; n ¼ OðhÞ and g ¼ OðgÞ,
the last line in (134) can be written as Oðh4Þ. By comparing (133) and (134) term by term, we see that the error
in the reconstructed velocity is Oðh3Þ þOðg2Þ.

Note that while the Uxxx term is not exact, n is at most h
2
, in which case n3

6
¼ h2n

24
and this term is exact on the

east and west faces of the cell. Further, as a consequence, this term is continuous from cell to cell in the veloc-
ity-component direction. Of course, the Uxxx term is also exact at the cell center, since n ¼ 0 there.

Taking h to be a constant multiple of g, upon refinement of the grid we observe Oðh2Þ convergence in gen-
eral due to the Uyy error term. Hence, the method is formally second-order accurate. Notice, however, that if
the Uyy error term is zero (which occurs if the particle position is such that jgj ¼ g=

ffiffiffiffiffi
12
p

or if the U field is
linear in y) then the scheme is third-order accurate. These observations are confirmed by convergence studies
in Appendix D below.

It is also worth noting that the correction d to the second-order slopes is Oðh4Þ. This is an improvement
over the interpolation scheme developed by Jenny et al. [12], as we briefly describe below in Section C.3 of
this appendix.

C.2. PERM derivative accuracy

The Maclaurin series for U x is

U xðn; gÞ ¼ U x þ nU xx þ gU xy þ
n2

2
U xxx þ ngU xxy þ

g2

2
U xyy þ � � � ð135Þ

Differentiating (134) with respect to n we obtain

uxðn; gÞ ¼ U x þ nUxx þ gUxy þ
h2

24
U xxx þ ngU xxy þ

g2

24
Uxyy þOðh3Þ: ð136Þ

Hence, by comparing (135) and (136), we see that the representation of the derivative in the velocity-compo-
nent direction is second-order accurate.

The Maclaurin series for U y is

U yðn; gÞ ¼ U y þ nU xy þ gU yy þ
n2

2
Uxxy þ ngU xyy þ

g2

2
U yyy þ � � � ð137Þ

Differentiating (134) with respect to g and noting ou
oy ¼ ou

og we obtain

uyðn; gÞ ¼ Uy þ nU xy þOðh2Þ: ð138Þ
Note that (138) does not contain the gU yy term from the exact expansion (137). With g ¼ OðgÞ, the derivative
in the direction normal to the velocity component is represented to first-order accuracy, as expected due to the
linear reconstruction.
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C.3. Accuracy using LSMN second-order slopes

When cast in the PERM framework, the interpolation scheme of Jenny et al. [12] is recovered by using the
following least-squares/minimum-norm (LSMN) solution for the second-order slopes,

Dð2Þ ¼ BþðH� ADð1ÞÞ: ð139Þ
Using (139) together with the parabolic edge velocities and first-order slopes5 presented in the main body of
this paper, the reconstruction (132) can be rewritten in terms of the smooth velocity and its derivatives at the
cell center as follows:

uðn; gÞ ¼ U þ nU x þ rU y þ
n2

2
Uxx þ ngU xy þ

g2

24
Uyy þ

h2q
24

U xxx þ
h2g
16
þ n2g

4

� �
U xxy þ

ng2

24
U xyy

þ 5g2g
24

Uyyy þ
n2g
4
� hgr

16

� �
V xyy þOðh4Þ: ð140Þ

By comparing (134) and (140), we notice that the leading order differences are found in the U xxy and V xyy

terms. For PERM these terms are exact (compare (134) with (133)). When using the LSMN second-order
slopes, however, both these terms are in error. Of particular concern is fact that the u-component reconstruc-
tion depends upon derivatives of the v-component field. The method for determining the PERM second-order
slopes–specifying the second-order slopes D̂ and then using the LSMN solution for the correction d–forces the
v-component dependence on u to be Oðh4Þ. In this sense PERM offers an improvement to the interpolation
scheme of Jenny et al. As we show below in Appendix D, however, the degree of improvement is problem-
dependent: either the U xxy term or the V xyy term in (140) must be of significance in order to see a difference
between the PERM and LSMN errors.

It is also useful to examine the expansion of the velocity-component derivatives obtained using the LSMN
second-order slopes. Differentiating (140) we obtain

uxðn; gÞ ¼ U x þ nU xx þ gU xy þ
h2

24
U xxx þ

ng
2
ðU xxy þ V xyyÞ þ

g2

24
Uxyy þOðh3Þ: ð141Þ

Notice that again the v-component cross derivative V xyy shows up in the sixth term of the expansion causing an
additional Oðh2Þ error for the u-component derivative.

Similarly, the expansion for the v-component y derivative is

vyðn; gÞ ¼ V y þ nV xy þ gV yy þ
h2

24
V xxy þ

ng
2
ðU xxy þ V xyyÞ þ

g2

24
V yyy þOðh3Þ: ð142Þ

Notice that by adding (141) and (142) we fortuitously eliminate the Uxxy and V xyy cross-derivative errors for the
divergence: ngðU xxy þ V xyyÞ is an exact term in the expansion for the divergence of the smooth velocity field.
Thus, as we confirm below in Appendix D, to leading order the divergence error obtained using the LSMN sec-
ond-order slopes is equivalent to that obtained using the PERM second-order slopes. This is true even though
the velocity components and the component derivatives obtained from the two methods are not equivalent.

Appendix D. Verification of the rate of convergence

In this appendix we present convergence studies to confirm the order of accuracy suggested by the anal-
ysis of Appendix C for both the velocity component and divergence fields on a uniform grid. As discussed
previously, the convergence of the velocity-component error may be affected by cross-component deriva-
tives. Thus, below in Appendix D.1 we present two convergence studies for the velocity: the first utilizes a
sinusoidal field which is representative of well-resolved combustion problems and the second utilizes poly-

5 Note that exclusion of the MINMOD limiter, used by Jenny et al. [12] in determining the first-order slopes for their RANS application,
eliminates a potentially OðhÞ error (depending on the degree of limitation) that would otherwise contaminate the reconstructed velocity
field. Central differencing without a limiter is preferred in low-Mach LES.
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nomial functions specifically designed to target certain terms in the Taylor expansion. This latter case
highlights the potential advantages that the PERM reconstruction has over the Jenny interpolation
scheme. In Appendix D.2 we present a convergence study for the divergence field utilizing the polynomial
fields from the second velocity case. This test is designed to confirm that the correction does not degrade
the second-order accuracy of the reconstructed divergence field for PERM and also confirms that the
cross-component derivative errors present in the LSMN reconstruction (Jenny’s scheme) cancel for the
divergence. Hence, to leading order the LSMN and PERM divergence errors are equivalent.

As in Section 5, we consider a square, periodic domain of side L ¼ 2p. We examine the error for par-
ticles located in a square cell of side h ¼ L=N x centered at (L=2; L=2). The cell domain, denoted X, is par-
titioned into an m� m uniform grid with subcell spacing h=m. We locate one particle in the center of each
subcell. There are thus N c ¼ m2 particles in the cell. For the cases presented in this section we set m ¼ 20
(i.e., N c ¼ 400).

D.1. Velocity component error

For the sinusoidal case the exact velocity field is specified by (92) and (93) with t ¼ 0 for Uðx; yÞ and
V ðx; yÞ, respectively. This field is rotational and exhibits a non-zero divergence. The staggered-grid velocity
data are sampled from the exact field at the staggered locations. The discrete cell divergence is then taken
from (23).

The measure of the error for the velocity component, denoted eu, is taken as the average difference within
the cell between the reconstruction and the exact velocity component. Using a finite number of particles, the
error is computed as

eu �
1

h2

Z
X
juðxÞ � UðxÞjdx � 1

N c

XN c

i¼1

juðXðiÞÞ � UðXðiÞÞj: ð143Þ
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Fig. 25. Convergence for the u component of velocity–sinusoidal case. The exact velocity field is given by (92) and (93) with t ¼ 0. The
exact divergence of this field is given by (94) with t ¼ 0. The staggered-grid velocity data are obtained by sampling the exact field at the
staggered locations. The error eu in the reconstructed velocity component (see Eq. (143)) is plotted against the grid spacing h ¼ L=Nx where
L ¼ 2p;Nx ¼ 2n, and n ¼ f1; 2; . . . ; 7g. The dashed line indicates Oðh2Þ convergence and the solid line represents Oðh3Þ convergence. The
bilinear case (stars) shows second-order convergence. Both the LSMN (circles) and the PERM (triangles) reconstructions are formally
second-order accurate and show little difference for this test problem.
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In Fig. 25 we plot the error eu for a range of grid spacings (h ¼ L=Nx with Nx ¼ 2n and n ¼ f1; 2; . . . ; 7g) for
the bilinear (stars), LSMN (circles), and PERM (triangles) reconstructions. In this case we maintain equal grid
spacings in each direction. The PERM reconstruction for the u component is obtained from (26) using
corrected second-order slopes. The LSMN reconstruction (equivalent to the Jenny scheme without slope lim-
iting) is obtained by using (139) for the second-order slopes. The bilinear reconstruction is obtained by simply
setting the second-order slopes to zero. As expected, the bilinear case achieves second-order convergence. The
LSMN and PERM cases show similar convergence behavior. Both are formally second-order accurate, but
exhibit third-order convergence at coarse grid resolutions for this problem which is complex and generally rep-
resentative of combustion modeling problems.

The second case is designed to exercise specific terms in the Taylor expansion due to cross-component
derivatives. To this end, we specify the following smooth velocity field,

Uðx; yÞ ¼ x3 þ y; ð144Þ
V ðx; yÞ ¼ xy3: ð145Þ

The divergence of this field is

r �U ¼ 3x2 þ 3xy2: ð146Þ
The staggered-grid velocity data are sampled from (144) and (145) and the discrete cell divergence is then ta-
ken from (23).

In Fig. 26 again we plot the error eu for a range of grid spacings (h ¼ L=Nx with Nx ¼ 2n and
n ¼ f1; 2; . . . ; 7g) for the bilinear (stars), LSMN (circles), and PERM (triangles) reconstructions. The bilinear
scheme is Oðh2Þ. Both LSMN and PERM show third-order convergence since the Uyy error term is absent for
this problem. However, for the LSMN case the V xyy term contaminates the error and so the PERM case con-
verges more rapidly at the coarse grid resolutions. In such instances, PERM shows improved accuracy over
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Fig. 26. Convergence for the u component of velocity–polynomial case. The exact velocity field is given by (144) and (145). The exact
divergence of this field is given by (146). The staggered-grid velocity data are obtained by sampling the exact field at the staggered
locations. The error eu in the reconstructed velocity component (see Eq. (143)) is plotted against the grid spacing h ¼ L=Nx where
L ¼ 2p;Nx ¼ 2n, and n ¼ f1; 2; . . . ; 7g. The dashed line indicates Oðh2Þ convergence and the solid line represents Oðh3Þ convergence. The
bilinear case (stars) shows second-order convergence. Ultimately, both the LSMN (circles) and PERM (triangles) cases attain third-order
convergence. However, due to the presence of cross-component derivative errors in the LSMN reconstruction the PERM error converges
more rapidly at the coarse grid resolutions for this test problem.
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the Jenny scheme for the velocity components and the individual component derivatives, though, as we show
in the next section, the divergence error is not improved.

D.2. Divergence error

In this section we examine the error in the divergence of the reconstructed field. Here, the exact velocity
field is specified by (144) and (145). The discrete divergence for each cell is then given by (23). By analogy with
(143) we define and compute the measure of the divergence error by

e/ �
1

h2

Z
X
r � u�r �Uj jdx � 1

N c

XN c

i¼1

/ðXðiÞÞ
h
� ðr �UÞx¼XðiÞ

����
����; ð147Þ

where /ðxÞ is given by (28) and the divergence of the exact field is given by (146).
The results of the convergence study are shown in Fig. 27 for the bilinear (stars), LSMN (circles), and

PERM (triangles) reconstructions. The bilinear case is first-order accurate. Both the LSMN and PERM cases
show second-order convergence. As discussed, to leading order the divergence errors are identical even though
the individual velocity component and derivative errors deviate (with PERM being more accurate) due to a
cancelation of the errors in the cross-component derivative terms of the Taylor expansion (refer to the discus-
sion at the end of Appendix C.3).
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