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Abstract

Joint probability density function (PDF) calculations are reported of the bluff-body stabilized flames (HM1,
HM2, and HM3) and the results are compared with the available experimental data. The calculations are basec
on the modeled transport equation for the joint PDF of velocity, turbulence frequency, and composition (species
mass fractions and enthalpy) using the interaction by exchange with the mean and Euclidean minimum spanning
tree mixing models. The methane chemistry is described by a 19-species augmented reduced mechanism, and
implemented using in situ adaptive tabulation. The numerical accuracy of the calculations is carefully studied,
and the associated errors are quantified. For flame HM1 (which has the least local extinction), there is generally
good agreement between calculations and measurements, although (for all flames) the quality of the agreemer
deteriorates at downstream locations. The calculations correctly show essentially inert mixing in the shear layer
between the recirculation zone and the coflow in flame HM1, but not in flames HM2 and HM3. In general, the
calculations of flames HM2 and HM3 are not in good agreement with the experimental data and do not exhibit the
observed local extinction. This deficiency is attributed to the inaccurate calculations of the mean mixture fraction
in the recirculation zone (for flames HM2 and HM3). The sensitivity of the calculation to the mixing model
constant is investigated, and the mean scalar dissipation is reported.
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1. Introduction field similar to that commonly found in industrial
combustors. Meanwhile, the boundary conditions in
Bluff-body combustors have been proposed as a these flames are simple and well-defined. Therefore,
test case for turbulent combustion resedfdhBluff- bluff-body stabilized flames provide an ideal case to
body stabilized flames have a recirculation zone next investigate the interaction between the turbulence and
to the bluff body that produces a complex turbulent chemical reaction and provide a good bridge between
theoretical problems and engineering applications.
Masri et al.[2-5] and Dally et al[6—8] have con-
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as chemistry interactions with the turbulence, such
as location of the flame, local extinction and reigni-
tion, blowoff, and N@Q emission, were investigated.
The flames studied in these experiments were se-
lected as target flames for the International Workshop
on Measurement and Computation of Turbulent Non-
premixed Flames (TNF). All the experimental data
are available onling9].

On the other hand, bluff-body stabilized flames
are still a challenging case for turbulent combustion
modeling. The challenge is not only due to the com-
plexity of the turbulent flow but also to the complexity
of the finite-rate chemistry, which results in high di-
mensionality and requires computationally intensive
integration of the stiff equations of chemical kinet-
ics. Furthermore, the interaction between the turbu-
lent mixing and finite-rate chemical reactions strongly
affects the burning of these flames.

Using Sydney bluff-body data as a benchmark for
modeling, many researchers have performed simula-
tions of bluff-body flames with different turbulence
and/or combustion models. Dally et §L.0] investi-
gated the performance of thes model and Reynolds
stress models (RSMs) applied to bluff-body flames
and discussed the modification to the constants in the
dissipation transport equation and their influence on
the prediction of the flow field. Merci et aJ11] in-
vestigated the performance of a new cubic nonlinear
k—e model using a preassumegtprobability den-
sity function (8-PDF) chemistry model. They found
that the influence of the turbulence model on the cal-
culations is substantial, and the cubic nonlinkas
model improved the prediction of the flow structure.
Li et al. [12] investigated the applicability of exist-
ing RSMs to complex flames. They found that most
RSMs cannot provide overall satisfactory predictions
for this challenging flame. They also found that RSMs
behave differently in nonreacting and reacting cases.
Equilibrium chemistry and an assumed-sh@peDF
approach were employed for the reacting case. Hos
sain et al.[13] used thek—s model with a flamelet
model to investigate the effects of heat radiation. They
found that the effects of radiative heat transfer on tem-
perature and major species are small for the HM1
flame (a hydrogen and methane flame, see Segjion
but that inclusion of radiative heat transfer effects sig-
nificantly improves the prediction of OH mass frac-
tion. Kim et al.[14,15] applied the first-order condi-
tional moment closure (CMC) model with GRI2.11
and GRI3.0 mechanisms to bluff-body flames. They
demonstrated that the CMC predictions are in good
agreement with the measurements for temperature
and most major species. The species OH and NO are
overpredicted, which may be due to deficiencies in the
GRI2.11 and GRI3.0 mechanisms.
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In all the above modeling methodologies, the tur-
bulence models are moment closures, and the treat-
ment of chemical reaction is based on mixture frac-
tion. The flames studied show almost no local extinc-
tion. Present-day mixture fraction-based models can-
not predict local extinction and reignition accurately.

Since the 1980$16], PDF methods have been
well developed and have been demonstrated to be
a successful approach to modeling turbulent com-
bustion[17,18] PDF methods for turbulent reacting
flows have the significant advantage that the high-
dimensional strongly nonlinear source terms arising
from chemical reaction appear in closed fofh].
The approach thus offers an important advantage over
single conserved scalar formulations.

Xu and Popd17] and Tang et al[19] applied the
joint velocity—frequency—composition PDF method
to piloted-jet flames. Their results are in good agree-
ment with experimental data not only for profiles and
scatterplots, but also for the prediction of local extinc-
tion and reignition in these flames. The success of the
joint PDF method has benefited from developments
in many associated areas, including the implementa-
tion of chemistry through in situ adaptive tabulation
(ISAT), which tremendously improves the efficiency
of the chemistry calculatiof20]; the development of
the Euclidean minimum spanning tree (EMST) mix-
ing model[21], which successfully describes the main
features of turbulent mixing; and the development
of the augmented reduced mechanisms (ARERA]
and later ARM2[23]) for methane. Meanwhile, a
recently developed, fully consistent, hybrid finite-
volume/Monte Carlo particle algorithm dramatically
improves the numerical efficiency of the joint PDF
method[24,25]

These advances benefit the performance of cal-
culations for complicated flames such as bluff-body
stabilized flames. Using the hybrid method, Jenny et
al. [26] performed joint PDF calculations for the cold
flow in the bluff-body stabilized flame apparatus, and
Muradoglu et al[27] studied bluff-body flames using
a simple flamelet model to investigate the sensitivity
of the calculations to boundary conditions and model
constants. At TNF6 (s€@8]) Liu et al. presented re-
sults for this flame using a relatively simple skeletal
chemical mechanism implemented with ISAT.

Recently, Lindstedt29] and Kuan30] performed
two-dimensional axisymmetric steady and unsteady
calculations for bluff-body stabilized flames with the
RSM coupled with the transported composition PDF
method. They used the modified curl (MC) mix-
ing model and Lindstedt's reduced methane mecha-
nism[28,29] Their results for species concentrations
(including NO) are far better than the previous results
of Reynolds-averaged Navier—Stokes (RANS) calcu-
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lations described above, and the flow field remains
well reproduced.

This article describes calculations using the joint
velocity—frequency—composition PDF method to-
gether with the ARM2 mechanism implemented with
ISAT to simulate bluff-body flames. The article is
structured as follows: In Sectiop, the experimen-
tal data available (from the University of Sydney) are
summarized. In Sectio8, a brief review of the cur-
rent joint velocity—turbulent frequency—composition
PDF modeling method is provided. The joint PDF
equation, PDF models, and the hybrid FV/particle
algorithm are introduced. In Sectich the Sydney
bluff-body stabilized flame burner is described. The
details of the calculations are given, including specifi-
cation of the computational domain, boundary condi-
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(denoted HM) is a mixture of hydrogen gHand ei-
ther natural gas (CNG, sdable 1) or methane (Chj)
in the volume ratio 1:1.

Experimental data for velocity fields and scalar
fields are available. Velocity field data include mean
axial velocity, radial velocity, and their variances. The
scalar field data consist of means and variances of
mixture fraction, temperature, and some major and
minor species. These species includg, ®», Hy,
H50, CO, CQ, CHy, OH, and NO. The mixture frac-
tion, &, following Bilger's formula[9,31], is defined
by

2(Zc—Zc.0) 4 Zu—Zno _ Zo—Zoo
s _ We 2WH Wo (1)
2AZcF—Zco) + ZuF—Zno  Zofr—Zoo’
Wc 2WH Wo

tions, and numerical parameters. Numerical accuracy WhereZ; is a conserved scalar given by the total mass
issues are investigated using a simple laminar flamelet fraction of element, W; is the atomic mass of ele-

chemistry model. In SectioB, the joint PDF calcu-
lations with the EMST mixing model and the ARM2
reduced mechanism are presented for flames HM1,
HM2, and HM3. The results of joint PDF calcula-
tions are comprehensively compared with experimen-
tal data, including radial mean profiles, conditional
means, and scatterplots. The joint PDF models are
evaluated. An important property of some combus-
tion models, the mean scalar dissipation rage,is
also examined. Finally, in Sectiofy conclusions are
drawn and suggestions for future work are given.

2. Bluff-body stabilized flames

In the experiments of Masri et §4] and Dally[8],
a fuel jet is surrounded by a bluff body and a coflow-
ing air stream. The diameter of the bluff body is
0.05 m, and that of the jet is 0.0036 m. There is
a recirculation zone immediately next to the bluff-
body surface, which stabilizes the flame. Downstream
of the recirculation zone is the neck zone, in which
there are strong interactions between turbulent mix-
ing and finite-rate chemical reactions. Further down-
stream there is a jetlike zone. The fuel in these flames

Table 1
Experimental dat§o]

menti, and the subscripts and O refer to the fuel
and oxidant streams, respectively.

Table 1lists the experimental data used in this ar-
ticle, which are available onling@®].

Velocity data are provided for flame HM1. The
HM1 data are selected because this flame reveals little
local extinction so that a simple flamelet model can be
used in the calculations to investigate numerical accu-
racy. In the year 2000, the experiments were repeated
by Masri[9] with improved measurement techniques
to provide more reliable data for velocity field for the
reactive cases, and also to include the covariance of
velocity, uv. These data are named HM1E; ske
ble 1 However, the inlet velocities were slightly dif-
ferent: the bulk jet velocityl/;, was changed from
118 to 108 nfs, and correspondingly the coflow ve-
locity, Uc, was changed from 40 to 35/% The ratio
Uj/Uc was kept the same so that the two flames had
almost the same flow structure.

In the series of flames HM1, HM2, HM3, the fuel-
jet velocity is varied to investigate the Damkohler
number effect on local extinction. The scalar data
in each case include Favre-averaged means and
variances of the mixture fraction, temperature, and
species. Instantaneous scatter data are also available.

Case name Fuel Uy (m/sP Uc (m/s)b Year of data Available data
HM1 CNGE:H, (1:1) 118 40 1995 U,v,u" v
HM1E CNG:H (1:1) 108 35 2000 U,v,

HM3E 195 w’ v, o

HM1 CHg:Hp (1:1) 118 40 1995 £, T, andY
HM2 &st=0.050 178

HM3 214

& yjis the jet bulk velocity.
b Uc is the coflow velocity.

¢ CNG: 90.9% CH, 5.0% GHg, 1.1% GHg, 2.4% CQ, balance: GHigand No.
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As the jet velocity increases from 118/smfor HM1

to 214 ny's for HM3 (or from 50% of the blowoff ve-
locity, which isUg| = 236 nys, to 90% ofUpg, ), the
data vary from revealing little local extinction to re-
vealing much local extinction. Recently, HM1E and
HM1 data were widely used to compare with vari-
ous turbulence and combustion modeling calculations
[10,11,13,15,27]

3. Joint PDF modéls

In the joint PDF methodology, a turbulent (nonre-
active or reactive) flow is modeled at the level of the
one-point, one-time joint PDF of certain fluid prop-
erties. At this level, the important processes of con-
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where the tilde and angle brackets denote mass
(Favre)-averaged and volume (Reynolds)-averaged
means, respectively, andis the fluid density. Simi-
larly, the joint PDF of the fluctuating velocity(x, 7)
(v is the sample space aj, composition® (x, t) and
turbulent frequencyw(x, 1), denoted byg, is given
by
(P)g (v, W,0;X,1)

= p(¥)(S(u[x, 1] — V)3 (P[X, 1] — ¥)

x 8(w[x, 1] —0)). (3)

The exact equation of turbulence frequency is un-
informative[34]. Only the exact joint PDF transport
equation for velocity and composition is shown here.

vection and chemical reaction are represented exactly From[16], the transport equation for joint PDF of ve-

without modeling assumptiori46]. In other words,

locity and composition can be derived. By subtraction

the convection terms and reaction source term in the of the mean velocity, the transport equation of fluctu-

conservation equations are expressed in exact forms. gtion velocity and turbulence frequency and composi-
These advantages overcome the closure problems as-tjon PDF, 3, can be given as

sociated with convection and reaction that arise in
traditional statistical approaches and make the joint
PDF method an attractive approach for turbulent reac-
tive flows. However, the effects of molecular mixing
have to be modeled.

The state of the fluid at any location is fully de-
scribed by the three components of velocity £
U1, Uy, U3) and by a set ohy scalars @ = ¢1, ¢,
...,¢n¢), which are the mass fractions of thes(=
ng — 1) species and the enthalpy. A turbulent re-
active flow field can be described by the one-point,
one-time joint PDF of the fluid variables, i.e., veloc-
ity U, and composition scalam [25]. Given the one-
point, one-time joint PDF, the corresponding statisti-
cal quantities of the turbulent reactive flow field can
be evaluated as moments of the joint P[32]. (Of
course, no information is provided about multiple-
point, multiple-time statistics.) The one-point, one-
time joint PDF of velocity and composition itself
does not contain information on the time scales of
turbulence; to provide a time scale, the turbulence
frequency (defined below) is introduced into the mod-
eled joint PDF equation.

At agiven location and timéx, ¢}, V is the sample
space of velocityJ, ¥ is the sample space of compo-
sition @, and9 is the sample space of turbulence fre-
guencyw. The mass density functiof and the one-
point, one-time Eulerian mass-weighted joint PPF
of velocity U(x, t), composition vecto®® (x, ¢), and
turbulent frequencw (x, 1) are related by33]

F(V,¥,0;X,1)
=(p)f (V. W.0:x.1)
=p(W)(8(U[x, 1] — V)8(®[x, 1] — W)

x 8(w[x, 11— 0)), )

9 : . )
5((0)5') + (U + v,')a—xi((p>g)
it j au;\ o .
+< Y an )F((/J)g)
9 By
v ((0)Sx8)
_ 0 3‘[,‘/' 5
e (il
v,lII>§},

3 gy
Vo L\ 0x;

where the angle brackets containing the vertical bar
stand for the conditional expectatiay; is the chem-

ical reaction source term of speciesJ* represents
the molecular flux of specias in thei direction; z;;

is the viscous stress tensor; gnds the pressure fluc-
tuation. In the above joint PDF transport £4), the
terms on the left-hand side are in closed form. They
represent: evolution in time; transport in the physical
space; transport in the velocity space; and transport in
the composition space due to reaction, respectively.
The terms on the right-hand side need to be modeled.
They represent the physical processes of transport in
the velocity space due to the viscous stress and pres-
sure fluctuation gradient, and transport in the compo-
sition space by the molecular fluxes.

The joint PDF equations are solved by a particle-
mesh method, and the modeling can be described
most simply in the particle context. In the particle
system,x is used to denote particle properties. The
general particle has positiod*(r), velocity U*(z),
composition®*(¢), and turbulent frequency*(r).

The mean particle velocity at, (U*(#)|X*(¢) = x),
corresponds to the Favre mean velodltyx, t), and

+

op’

+

O
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Table 2

Model constanfs

Co Co1  Cu2 C3 (4 Co Co
2.1 0.56 0.9 1.0 0.25 0.6893 1.5

2 Note that the effect of’y is studied in a range of values,
i.e., 1.0, 1.5, and 2.0.

similarly for other quantities. The fluctuating velocity
of a particle isu*(¢) = U*(r) — (U*(0)|X*(¢) = X).

3.1. Velocity model

The evolution of the fluctuating velocity of a par-
ticle can be described by the Langevin equation.
Langevin models have been developed at different
levels for the velocity of particlef35-37] Here the
simplified Langevin model (SLM) is used:

*301'

du’.“(t)—ia((p)uiuj) s
j

T oy

(.

+ (Coks)Y2 aw;.

dt —u dt

3
+ ZC()).Quj‘(t) dt

®)

W is an isotropic Wiener process? is the condi-
tional mean turbulence frequency, which is defined
below: k = %u’,‘ﬁj is the Favre mean turbulent kinetic
energy; andCg is a model constant (s@able 2. The
SLM is equivalent to the Rotta model at the second
moment closure levgB6].

3.2. Turbulence frequency model

The stochastic model for particle turbulence fre-
guencyw™*(r) is the Jayesh—Pope modar],

dw*(t) = —C3(w* — )R dt — SpQo* (1) dt

+[2C3C4000* )] Y2 aw, (6)

where W is an independent Wiener process. To ac-
count for external intermittency effects, the condi-
tional mean turbulence frequensy is defined by
Q=Co (p*w*|0* > zb)g

(p)
where the model constanty, is chosen such tha®
and® are equal in fully developed homogeneous tur-
bulence Table 3. In Eq. (6), S, is the source term
defined as

@)

P
So=Cp2 —Cp1=—, 8
w w2 wl o (8
whereP is the rate of turbulence production,
__ 3U;
: 9)

P=—uju;—,
! jax]'
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andCs, Cy4, C,1, andC,» are model constants. The
values of these constants are specifietiahle 2

The mean rate of dissipati@nof turbulent kinetic
energyk is modeled by
E=k. (10)

This equation provides the connection between the
modeled turbulent frequeney* and physical quanti-
ties. Including the turbulence frequency as a particle
property of the modeled stochastic particles provides
a time scale of turbulence that can be used in joint
PDF modeling.

3.3. Mixing models

The effects of molecular diffusion are represented
by a mixing model. Several mixing models have been
proposed for PDF calculations, including the interac-
tion by exchange with the mean (IEM) mod&8],
the modified Curl (MC) mixing mod€l39], and the
Euclidean minimum spanning tree (EMST) mixing
model[21]. Mixing models are crucial in joint PDF
calculations of turbulent nonpremixed flames with
finite-rate chemical reactions. In this study, the IEM
and EMST mixing models are used in joint PDF cal-
culations of bluff-body stabilized flames, and com-
parisons are made between the results of calculations
using these two mixing models. None of the mixing
models mentioned above takes into account the effect
of differential diffusion.

3.3.1. IEM mixing model
In the IEM model, the composition of the particles
evolves by an ordinary differential equation,

1 -
de* (1) = —§c¢9(¢*(t) —¢)dt, (11)

whereCy is a model constant specified Table 2

3.3.2. EMST mixing model

The EMST mixing model is a complicated particle-
interaction model, designed to overcome shortcom-
ings of simpler models. In addition to the particle
composition®(r), the model involves a state vari-
ables(z). A full description of the EMST model can
be found in[21,40] In short, at any time the model
chooses a subset &fs particles to mix from the en-
semble ofNpc particles in a grid cell according to the
mixing history of each particle recorded by the state
variable s(+). A Euclidean minimum spanning tree
is formed in the composition space on this subset of
Ns particles, so that each particle is associated with at
least one neighboring particle. The mixing evolves the
compositions of thesH’s particles (fori =1, ..., Ns)
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@) Ns—1
~do j v
ey St

+ (08 = 88™)8in, ] (12)
wherew? is the numerical particle weight;, and

n, are the indexes of the two particles connected by
the EMST edge, B, is a model coefficient discussed
in [21], &;; is the Kronecker delta, ang is deter-
mined such that the composition variance decays at
a specified rate. The decay rate is controlled by the
mixing time scaler,, which is modeled by41]

T
‘[¢ = C_¢7 (13)

wherer is the turbulence time scale given by

=1/, (14)

and Cy is an empirical constant that can be in-
terpreted as the velocity-to-scalar time scale ratio.
ChangingCy4 changes the mixing time scale and,
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is extended by including a description of N@rma-
tion, which results in an augmented reduced mech-
anism of 19 species and 15 reaction steps, namely,
ARM2. The ARM1 and ARM2 mechanisms are avail-
able on the web site of the TNF worksh{#8]. Both
ARM1 and ARM2 were successfully used in previous
joint PDF calculations of piloted-jet flam§s7,19]

In joint PDF calculations it is possible to imple-
ment an accurate detailed mechanism, such as the
GRI2.11 mechanism. However, reduced mechanisms
such as ARM2 are more attractive for turbulent com-
bustion simulations, because they are considerably
less expensive compared with GRI2.11, and accord-
ing to previous calculations, they are equally accurate.
ARM2 is used in the current joint PDF calculations,
implemented using the ISAT algorith[20].

4. Numerical method and accuracy
For a general three-dimensional flow, the joint

PDF is a function of at least seven independent vari-
ables (three position variables, three velocity compo-

thus, changes the decay rate. The effects of changing nents, and turbulent frequency), plus the number of

Cy are discussed in Sectién

The EMST model is a localized mixing model that
has been successfully used in previous joint PDF cal-
culations of piloted-jet turbulent nonpremixed flames
[19,42]to predict local extinction and reignition.

3.4. Mixture fraction/flamelet model

A simple flamelet model is used for the investi-
gation of numerical accuracy to reduce the compu-
tational work, instead of the more advanced models
used for the main part of the investigation. For this
simple flamelet model, the thermochemical properties
are functions of only one variable, the mixture frac-
tion &. The definition of mixture fractiorg follows
the Bilger formula, which is the same as that used in
the experimental dat@], Eq. (1)

The flamelet table for the simple flamelet model is
generated3] by laminar flame calculations using the
GRI2.11 mechanism, which has 49 species. Differen-
tial diffusion is taken into account. The strain rate is
100 s71, the fuel is CH:Hy in the volume ratio 1:1.
The initial temperature is 300 K, and the initial pres-
sureis 1 atm.

3.5. Detailed chemistry model

Sung et al.[23] derived an augmented reduced
mechanism (ARM) from the GRI2.11 mechanism.
The first version, namely, ARM1, includes 16 species
and 12 reaction steps:pGpecies are included to im-
prove the prediction of CO. The ARM1 mechanism

chemical species from the chemistry mechanism in-
cluded in the joint PDF equations to be solved. As a
result, it is computationally prohibitive to solve the
joint PDF transport equation using conventional nu-
merical techniques such as finite-difference and finite-
element methods. However, Monte Carlo particle-
mesh methods provide an efficient way to solve the
high-dimensional equation. The joint PDF of fluid
properties is represented by a large number of sto-
chastic particles, which are randomly and continu-
ously distributed in the flow domain, which is covered
by a mesh. The stochastic particle properties evolve
according to a set of modeled stochastic differential
equations (SDEs) such that the PDF of particle prop-
erties evolves as the modeled PDF transport equation.
In this study, a fully consistent hybrid finite-
volume/Monte Carlo particle algorithm is used to
solve the joint PDF equatiof25,44] The conser-
vation equations for mean mass, momentum, and
energy, coupled with a mean equation of state, are
derived directly from the joint PDF transport equa-
tion and solved by an efficient FV method, while a
particle-mesh-based Monte Carlo algorithm is em-
ployed to solve the modeled transport equation of
the joint PDF for fluctuating velocity, turbulent fre-
quency, and compositions. It is emphasized that the
present hybrid method is completely consistent at the
level of equations solved by the FV and the particle
algorithms[25]. Correction algorithms have been de-
veloped to make the hybrid method fully consistent
also at the numerical solution levgd5]. Compared
with the previous stand alone particle algorithm, by
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use of a smooth mean velocity field in the particle
SDEs, this hybrid algorithm substantially reduces the
bias error.

One of the important issues in numerical simula-

tions is the numerical accuracy of the calculated re-
sults. The accuracy of the numerical simulations of
complex turbulent flames depends mainly on two fac-
tors: the physical models, including turbulence and
chemistry models; and the numerical solution algo-
rithm. To investigate the numerical errors in the so-
lution algorithms and understand the flow structure,
we use the simple chemistry model described in Sec-
tion 3, in which all the chemistry properties, including
density, temperature, and mass fraction of species, are
functions of only one variable, the mixture fractidn,
For the same purpose, the simple IEM mixing model
is used in most of the calculations in this section, ex-
cept for the investigation of bias errors, in which the
EMST mixing model is used.

Xu and Pop¢17] and Jenny et aJ26] investigated
the numerical errors involved in joint PDF calcula-
tions. There are three kinds of numerical errors in
the current joint PDF algorithm: statistical errors, dis-
cretization errors, and bias errors; the last two can be
categorized as deterministic errors.

4.1. Solution domain

A polar-cylindrical coordinate system (y, 8) is
adopted for the present calculations. The origin of the
coordinate system is on the centerline={ 0) at the
jet exit plane ¢ = 0). Here,x and y represent the
axial and radial directions, respectively. The compu-
tational domain is taken to be a rectangle in the plane
6 = 0 with two sides, 0.36 m (2Dg) in the axial
direction and 0.15 m (Bg) in the radial direction,
whereDg = 0.05 m is the diameter of the bluff body.
Fig. 1is a sketch of the solution domain. The treat-
ment of boundaries in the current code does not allow
the inflow boundary to be upstream of the plane of the
bluff body.

4.2. Boundary conditions

The boundary conditions are well defined for
bluff-body flows. For the particle part, the boundary
conditions on the four boundaries are described be-
low.

The coflow boundaryy(= 3Dg) is treated as an
impermeable perfect-slip wall. Computational parti-
cles are reflected from the boundary without change
in their properties (except for the reflection of the ra-
dial velocity). At the exit planey = 7.2Dg, outflow
boundary conditions are applied. When particles cross
the boundary, they are eliminated. Symmetry condi-
tions are applied on the axis= 0. Particles never
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Fig. 1. Sketch of the computational domain (not to scale).

cross the axis, and so no boundary conditions are re-
quired on the particle properties. The mean fields are
forced to satisfy the symmetry conditions. The radial
derivative of the mean axial velocity and of the turbu-
lence kinetic energy are forced to be zero. The mean
radial velocityUs is zero.

At the inlet planex = 0, there are three regions:
from y =0 to y = Rj (Ry is the radius of the jet)
is the jet where the fuel flows in; from = Rj to
y = Rp (Rp is the radius of the bluff body) is the
bluff-body surface; and from = Rg to y = 6Rp (the
coflow boundary) is the coflow region where air flows
in. In the two inflowing streams, the particles flow in
with a specified distribution of properties. In detalil,
the velocities have a joint normal distribution and the
frequency has a gamma distribution, all with specified
statistical properties (s¢83] for details). The means
are shown irFig. 2and explained later.

In the bluff-body region, the face of the bluff body
is treated as a perfect-slip wall. Particles reflect at the
wall without a change in their properties, except that
the axial velocity changes sign. The influence of the
perfect-slip boundary condition (in comparison to the
alternative “wall-function” boundary condition) has
not been investigated, but is thought not to be large.

4.2.1. Mean velocities
In the jet region, the power law profile is applied
as

— v \?
Ul(Y)ZCUUJ(Cc—R—J> , (15)
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Fig. 2. Specified inlet boundary conditions for flame HM1E. Zero-normal gradient boundary conditions are applied on the

bluff-body surface Rjet< y < RB).

whereUj is the jet bulk velocity, andr; is the radius

of jet. In parentheses,c = 1.01 is used instead of 1.0
to avoid the singularity of the derivative of mean ve-
locity at the wall of the jetp is the profile exponent,
set at ¥6 here;Cy is the normalization constant,
which is determined by the condition that the area av-
eraged velocity given by E@15)is the specified bulk
velocity Uj. Therefore Cy satisfies

_@+pa+p
2

— @+ p)(Ce—10HP]

cu [CETP - (Cc—1.0)2tP

(16)

andCg is set at 1.01 as explained above.

The mean radial and circumferential velocities are
set to zero.

In the coflow region, the inlet boundary condi-
tion on Uy is obtained from interpolation of the ex-
perimental datd9] in the coflow region; Lagrangian
third-order interpolation is used.

The other components of the mean velocity are
zero.

4.2.2. Variances and covariance of velocity

The inlet boundary condition on the Favre-aver-
aged varianca% is interpolated from the experimen-
tal data. The other two normal components of the
variances (which are not available from the data) are

set equal. tm% f.ollowing.the suggestion o]. And
the covariance is specified as

2 2\1
itz = p12(uqu)"

, -
= prou?, 17)

wherep15 is the correlation coefficient, and the value
p12 = 0.5 is recommended by Mas|9]. Here it is
specified as

Ccv%, Yy <Ry,
—Ccyv, Yy 2 Rg,

andCgy is set at 0.5. For this axisymmetric flow with
no mean swirljiquz anduouz are zero.

<
= = 18
P12 { N (18)

4.2.3. Turbulence frequenay

The calculation results are very sensitive to the in-
let boundary condition on turbulence frequengy,
but no experimental data are available. According to
the definition of turbulence frequency and the relation
of the fully developed turbulence at the inlet bound-
ary, the following formula is used to sétat the inlet
boundary:

g

k

1P 1 ugupdl
Cpk Cp k dy’

o= (19)
& is the mean dissipation ratejs the kinetic energy,
‘P is production, andCp is the ratio of production to
dissipation. HereCp = 1.0 is used.
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The simulation results are not sensitive to the ve-
locity profile exponentp, nor to the correlation coef-
ficient, p12, within reasonable ranges.

4.3. Time averaging factors and statistical
stationarity

Time averaging is an important technique used to
reduce statistical errors in particle simulations. The
time averaging method used here follows R25]:

k T\ k-1, 1
OTa = (l NTA>QTA * NTA Q" (20)
Q’}A and Q% are the time-averaged and instantaneous
values of property) evaluated at théth particle time
step, respectively. The paramet¥ip is the time-
averaged factor to be specified.

There are three categories of fields to be time-
averaged. The first category consists of the fields used
within the particle part: the time averaging factor for
this category is denoted @”. The second category
consists of the particle fields passed to the finite-
volume solver: this time averaging factor is denoted
asNP2FV The last category consists of finite-volume
fields, for which the time averaging factor is denoted
by NFV. Because the finite-volume solver is not fully
converged at each outer iteration (between the parti-
cle part and the finite-volume solver), time averaging
is still needed for the finite-volume fields.

The time averaging factors are increased as the
calculations proceed. The strategy for increasing the
time averaging factors in this article is different from
that in [25]; see[45] for details. As far as the statis-
tically stationary states are concerned, only the final
parameters are relevant. Here the final time averag-
ing factors used are the same as thog@Tj, and are
listed inTable 3

The current hybrid method is designed to simu-
late only statistically stationary flows. Therefore, the
achievement of statistical stationarity is examined.
Time-averaged mean velocity fields and mean den-
sity, as well as the mass fractions of species, at sev-
eral monitoring locations are monitored and shown to
reach statistically stationary values. For calculations
with the flamelet model, about 6000 to 9000 parti-
cle time steps are needed to reach the statistically
stationary state. Generally, 6000 additional particle
time steps are taken to make sure that the statistically
stationary state is maintained long enough for time

Table 3
Time averaging factors

NP2FV NFV

NP
500

Final value (V1a) 20

97

averaging. Using the flamelet calculations as initial-

ization fields, it takes about 3000 particle steps for the
calculations with the ARM2 mechanism to reach the

statistically stationary state. Then, an additional 3000
particle time steps are taken for the reasons given
above.

4.4. Grid convergence

One of the numerical errors in the joint PDF al-
gorithm is the spatial discretization error. The spatial
discretization error results from the spatial discretiza-
tion in the finite-volume method and also from the
kernel estimation and interpolation schemes in the
particle algorithm due to the finite size of the grid
cells. Xu and Popé¢l7], Jenny et al[26], and Mu-
radoglu et al[27] have extensively investigated spa-
tial discretization errors in the joint PDF method. It
has been shown that the current joint PDF algorithm
is second-order accurate in space. In this section, an
extensive study is not repeated; instead, grid conver-
gence is demonstrated.

Nonuniform rectangular grids are distributed in
the computational domair{g. 1). The grids used in
the current work are different from those used in the
previous work[27]; the current grids are more con-
centrated in the recirculation zone and neck zone in
the axial direction, and are more concentrated in the
jet region and in the shear layer between the outer
edge of the bluff body and the coflow in the radial di-
rection. The details of the grids used in this section
are listed inTable 4 It is found that to obtain nu-
merically accurate results with a given number of grid
cells (or, equivalently, the same computational cost),
it is crucial to distribute more grid lines in the ra-
dial direction than in the axial direction. On the other
hand, the resulting larger-aspect-ratio cells adversely
affect the iterative convergence of the solution. There-
fore, the distribution of grids has to be a compromise
between these two considerations. The maximum as-
pect ratio of the cells in the grids used here is less
than 40.

Flame HM1E (se@able J is selected as the test
case to investigate grid convergence. The four grids
used in this study are characterizedTiable 4 Ex-
cept for the grids, all other numerical parameters in
the calculations are the same, including the number of
particles per cellNpc = 25. The time-averaged pro-
files are shown irFig. 3 for axial velocity Uy, r.m.s.
of axial fluctuating velocityu’l’, mean mixture frac-
tion £, and r.m.s. of the mixture fraction fluctuation
£”. The profiles are shown at the axial location of
x/Dg = 0.6. The discrepancies are small at most lo-
cations for the mean fields on the three finest grids.
On the other hand, the profiles of variances are more
sensitive to the grid size. The results on the coarsest
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Fig. 3. Grid convergence studies: radial profiles &bg = 0.6 of the mean and r.m.s. axial velocity and mixture fraction. Solid
line: Grid A; dashed line: Grid B; dash-dotted line: Grid C; dotted line: Grid D.

Table 4
Grids used for grid convergence study
Grid A Grid B Grid C Grid D

Nx 120 96 72 48
Ny 160 128 96 64
Zone B 21 17 13 8
Zone 2 28 22 17 11
Zone ¥ 87 69 52 35

@ Grids distributed in jet and first shear layer in radial di-
rectiony/Rg < 0.144.

b Grids distributed in second shear layer in radial direction
0.8<y/Rg <12.

¢ Grids distributed in recirculation and neck zone in axial
directionx/Dp < 3.0.

grid, Grid D, have obvious discrepancies with the re-
sults on the three finer grids.

Fig. 4 shows the time-averaged mean values
againstM —2 = (Ny x Ny)~! at selected locations.

For the most part, the r.m.s. values of axial velocity
and mixture fraction against —2 also show a linear
relationship. The error between the calculated val-
ues of¢” and the accurate values is less than 4% on
Grid A and 12% on Grid C. The error for] is less
than 10% on Grid A and 20% on Grid C. Consider-
ing the computational cost of the detailed chemistry
calculations, the discrepancy between the results on
Grid C and those on the finer grid (Grids A and B) is
acceptable for the current flame calculations. There-
fore, Grid C (with 72 cells in the axial direction and
96 cells in the radial direction) is used in the follow-
ing calculations. On this grid the spatial discretization
error is estimated to be no more than 10% for mean
quantities and 20% for r.m.s. quantities.

4.5. Bias

Bias error is a deterministic numerical error caused

These locations are selected within the shear layer by using a finite number of particles and is expected
between the jet and the recirculation zone where the to scale aslvgcl [46], where Npc is the number of
largest discrepancies are observed between the pro-particles per cell. The bias error in the joint PDF

files in Fig. 3. For mean axial velocity/; and mean
mixture fractiorg, the plots againsM‘2 show an ap-
proximately linear relationship for results on the three
finer grids, Grids A, B, and C. This linear behavior

method has been extensively studied26,27,46] It
was found that, although bias error is one of the major
numerical errors in the previous standalone joint PDF
methodqd46], it has been dramatically reduced in the

is consistent with second-order spatial accuracy. The current hybrid FV/Monte Carlo algorithni25,26]
converged value of these means is estimated by ex- Such extensive studies are not repeated in the current

trapzolatingjoM*2 = 0. The error between the values
of U1 andé and the accurate (extrapolated) values is
generally less than 3% on Grid A and 10% on Grid C.

work. The IEM mixing model was used in all previ-
ous studies of bias errors in the joint PDF method.
However, the EMST mixing model is regarded as a
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Fig. 4. Time-averaged mean quantities agaifst? (M2 = Ny

x Ny) on the four grids at selected locations: (x, y) =

(0.6Dg, 1.0Ry); ¢, (0.9Dg, 1.0Ry); +, (1.3Dg, 1.0Ry); %, (1.8Dg, 1.0Ry).

successful mixing model for piloted-jet flamgkr]
and is used with detailed chemistry in the current
bluff-body stabilized flame calculations, i.e., HM1,
HM2, and HM3. The behavior of bias errors for calcu-
lations with the EMST mixing model is studied here.
For this purpose, the HM1 flame is selected as the
test case. Calculations are performed with different
values ofNpc, i.e., 25, 50, 100, 200, and 400, on the
same grid, Grid C. When a small number of particles
per cellis used, for exampl&/pc = 25, many cells do
not have enough particles to participate in the mixing
required in the EMST mixing model at each time step
and it is necessary to skip the mixing step. Even with
50 particles per cell, there are several cells that fail to
do EMST mixing on some time steps. So it is unreli-
able to use a value @¥pc less than 50 with the EMST
model for the current bluff-body flame calculations.
The time-averaged radial profiles &f;, u/, &,
and &” are shown inFig. 5. Except for the results
with Npc = 25, the differences between the radial
profiles with different values oNpc are very small,
which means that the bias errors are small and neg-
ligible. To quantify the bias error$iig. 6 shows the
time-averaged mean values again@é at selected
locations (results withVpc = 25 are not included).
These selected locations are chosen within the first

shear layer, which is between the jet and the recir-
culation zone. Again, the converged values of these
means are estimated by extrapolating f&vihc = O

(or Npc = o0). The dashed lines represent-8% in-
terval relative to the extrapolated values. The results
show that, except foNpc = 50 at several locations,
all time-averaged mean values are within 5% at the se-
lected locations. The valu¥pc = 100 is used in the
following ARM2 calculations with the EMST mixing
model.

4.6. ISAT error tolerance

The ISAT algorithm, developed by Pof®0], is a
storage/retrieval technique for the calculation of com-
position changes due to chemical reaction. The ac-
curacy of the ISAT algorithm depends on a specified
ISAT absolute error tolerancey, which controls the
error in the tabulation and, therefore, controls the er-
ror incurred in retrieving from the ISAT table. It is
very difficult to perform detailed testing on the accu-
racy of ISAT with real flame calculations due to the
large computational cost.

Alternatively, a simple test case, autoignition, is
designed to study the accuracy of ISAT for the HM
flame calculations. Autoignition is a purely chemical
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process in which a given mixture of fuel and oxidant

101

lations. Note that this is not a strict study of numerical

at a specified initial temperature and constant pressure accuracy for real flame calculations, but rather serves

reacts and eventually reaches chemical equilibrium.
The purpose of studying the accuracy of ISAT using
autoignition is to mimic the conditions of the chemi-
cal reaction substep in the bluff-body HM flame cal-
culations, including the temperatur®, mixture frac-
tion, &, and time stepAt. Thus, the initial condition

of autoignition, i.e., initial mixture fraction and tem-
perature, and all the following time steps are selected
carefully to mimic the conditions in real flame calcu-
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Fig. 7. Investigation of ISAT performance using autoigni-
tion: temperature and mass fraction of NO against time for
different values ofetg). Line, direct integrationp, eig =
1075; A, g1 = 107%; 0, &0 = 1073,

to provide a reference for parameter determination.
Many cases with other initial conditions were also
investigated but are not reported here. The three con-
ditions selected show the greatest sensitivity to the
numerical error tolerance parametgg. The vari-
able time stepping technique is used in the current
joint PDF calculations. In the autoignition test, vari-
able time stepar are randomly distributed uniformly
between 8 x 10~/ and 80 x 107° (s), which is
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Fig. 8. Investigation of ISAT performance using autoigni-
tion: mass fraction of OH and CO against time for different
values ofeyg). Line, direct integrationp, ey = 1075; A,
stol = 1074, ¢, 610 = 1073,
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fractions of OH and NO: Symbols, experimental d&f solid lines,sio] = 10~4; dashed linessio) = 0.25 x 1074,
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the same range of time steps used in the bluff-body (with sio) = 10~%4) are less than 5%. Species NO is
flame calculations. The same variable-time-step se- slow to reach equilibrium. Witk = 104, the max-
ries is used in each of the runs with different values imum error is less than 10%.

of mixture fractioné and error tolerancey. One test case for the HM3 flame is performed with
The effects of the tabulation error tolerangg) the smaller ISAT tabulation error toleraneg, =

are shown inFigs. 7 and 8Results from direct in- 0.25 x 1074 to test the accuracy of ISAT in a full

tegration are used as a benchmark for comparison. flame calculation. Radial profiles of the mean mass

The results from three error tolerancag; = 103, fraction of OH and NO are shown iRig. 9. The

10~4, and 10°° are included in the figures. Appar-  differences in species OH are negligibly small. Also
ently, eto] = 10~3 cannot guarantee accuracy of the the differences in the profiles of temperature, major
ISAT tabulation. The results witkyo; = 10~ are ac- species, and species CO (not shown here) are negli-
curate for temperature and all the major species (not gibly small. The differences in the profiles of NO are
shown here). The maximum errors in these quantities significant. Atx/Dg = 0.6, the difference in the cal-
are less than 1%. The maximum errors of CO and OH culations ofYyg is as large as 30%.
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Fig. 10. Radial profiles of the mean axial veloclly. Symbols, experimental dafé]; lines, joint PDF calculations with IEM
mixing model and flamelet chemistry model.
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From the above observations, we conclude thatthe flame HM1E, as these data are recommended by

ISAT error tolerancesig) = 1.0 x 1074 guarantees
good accuracy for all species except NO. The value
tol = 10~4 is used in the calculations in the follow-
ing section.

5. Results

5.1. Velocity field

The velocity fields from the joint PDF calcula-
tions are compared with the experimental data for

the experimentalig8]. Calculations have been per-
formed with the SLM velocity model, the JPM tur-
bulent frequency model, the IEM mixing model, and
the flamelet chemistry model. (Here, the comparison
is focused on the velocity fields. Therefore, the IEM
mixing model is used.)

The radial profiles of the time-averaged mean ve-
locities U, andUy, and r.m.s. velocities are shown
together with the experimental data figs. 10-12
Generally, the agreement between the joint PDF cal-
culations and the experimental data is good at up-
stream locations, which are within the recirculation
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Fig. 11. Radial profiles of the mean radial velodify. Symbols, experimental daf8l; lines, joint PDF calculations with IEM

mixing model and flamelet chemistry model.
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Fig. 12. Radial profiles of the r.m.s. of axial velocity. Symbols,
mixing model and flamelet chemistry model.

zone, up tax/Dg = 1.4. The agreement deteriorates
at downstream locations, which are the neck zone
and the jetlike zone, starting from aboytDg = 1.8.
Both the shape and the peak values of the radial pro-
files of the mean axial velocity/; are well captured
within the recirculation zone, but the agreement de-
teriorates downstream. The mean axial velocity on
the centerline fox /Dg > 1.4 decreases more rapidly
than in the experimental data. The magnitude of mean
radial velocityUs is one order of magnitude smaller
than the axial velocity1. The agreement between
the joint PDF calculations and the experimental data
is reasonable for most of the radial velocity profiles.

experimental daf@l; lines, joint PDF calculations with IEM

But at the downstream locations, frami Dg = 2.4,
where the flow is in the jetlike zone, the profiles are
different. Considering that the values &p are very
small, about 2 s, the discrepancies in these profiles
are not as significant as they may appear. The agree-
ment between the profiles of r.m.s. velocities is very
good up to the location/ Dg = 1.4. The discrepancy

of the higher peak in the profiles at the first one or
two axial locations may be due to the high uncertainty
of the experimental daf®]. Again, the agreement in
the jetlike zone £/ Dg > 2.4) deteriorates (even the
shape is different) although the values become smaller
and smaller.
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Fig. 13. Radial profiles of mean mixture fraction: HM1 (experimenjpint PDF, solid line), HM2 (experiment;; joint PDF,
dashed line), and HM3 (experimert; joint PDF, dash-dotted line).

Deterioration in the agreement between the model
calculations and the experimental data in the neck
zone was also observed in the RSM and turbu-
lence model calculations shown in the TNF work-
shopg[28]. The reason for these discrepancies is still
not clear.

5.2. Mean composition fields

The joint velocity—composition—turbulence fre-
guency PDF method implemented in the hybrid
FV/Monte Carlo particle algorithm is applied to bluff-
body flames HM1, HM2, and HM3. The results of
the joint PDF calculations are extensively compared
with the experimental data from the University of
Sydney[9]. The current joint velocity—composition—
turbulence frequency PDF calculations are based on
the EMST mixing modef21] and the ARM2 methane

oxidation mechanisri23], which is implemented us-
ing the ISAT algorithn{20]. The value of the mixing
model constanCy, is varied from 1.0 to 2.0 to inves-
tigate its influence on calculations of the turbulence—
chemistry interaction. The base case calculations
are performed withCy, = 1.5, as recommended by
Xu [33]. The ISAT error tolerance i = 10~4. All
calculations in this subsection are on thexr26-cell
Grid C (see Sectiod.4).

The time-averaged scalar fields are compared with
the experimental data for HM1, HM2, and HM3
flames together.

The radial profiles of the mean and r.m.s. of mix-
ture fraction are shown ifrigs. 13—15at six axial
locations. For the profiles of mean mixture fraction,
agreement between joint PDF calculations and exper-
imental data is reasonable for HM1, but less so for
HM2 and HM3, especially in the recirculation zone,
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Fig. 14. Radial profiles of mean mixture fraction (expanded view in recirculation zone). HM1 (experimgitt PDF, solid
line), HM2 (experimenty; joint PDF, dashed line), and HM3 (experime#t, joint PDF, dash-dotted line).
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Fig. 15. Radial profiles of r.m.s. of mixture fraction: HM1 (experimenjpint PDF, solid line), HM2 (experiment;; joint PDF,
dashed line), and HM3 (experiment; joint PDF, dash-dotted line).

and deteriorates downstreaffig. 14is a more de- tions for flame HM1 are quite accurate. But for flames
tailed view of the mean mixture fraction profiles in  HM2 and HM3, the calculations do not represent ac-
the recirculation zone. As may be seen, the calcula- curately the substantially reduced values of mixture
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Fig. 16. Radial profiles of Favre mean temperature: HM1 (experinagejdint PDF, solid line), HM2 (experimeng;; joint PDF,
dashed line), and HM3 (experimenrt; joint PDF, dash-dotted line).

fraction observed in the measurements. The values mean temperatures is quite good as far downstream

measured ak/Dg = 0.26 are around stoichiomet-
ric (,st =~ 0.050), whereas the calculations are about
twice this value. This is a serious discrepancy which
is most likely responsible for the discrepancies (re-
ported below) in other calculated quantities in flames
HM2 and HMS3.

The profiles of the r.m.s. of mixture fraction cap-
ture the shape of the experimental data fgDg <
1.3, but the peak values of the profiles and the cen-
terline values are overpredicted for all three flames.
A comparison of the three flames shows that, as with
the mean mixture fraction, the r.m.s. of mixture frac-
tion decreases in the recirculation zone as the jet ve-
locity increases from HM1 to HM3, but the extent
of this effect is not reproduced in the PDF calcula-
tions.

As may be seen fronfrig. 16 for flame HM1,

as x/Dg = 1.30, but it deteriorates further down-
stream, especially close to the centerline. At the first
location (x/Dg = 0.26) the experimental data show
the mean temperature increasing from flame HM1 to
HM2 to HM3. This occurs as a result of the mix-
ture fraction in the recirculation zone decreasing with
increasing jet velocity, and being close to stoichio-
metric for flame HM3 (se€&ig. 14). The calculations
show the same trends, but the magnitude of the effect
is considerably less both for mixture fraction and for
temperature. Thus, the discrepancy in the calculated
mean temperature at/ Dg = 0.26 for flame HM2,
and particularly for flame HM3, can be attributed
primarily to the discrepancy in mixture fraction. At
x/Dg = 1.30 the calculations provide a better pre-
diction of the mean temperature differences between
the three flames. Comparing the three flames, from

agreement between the calculated and measured HM1 to HM3, the mean temperature increases at the
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Fig. 17. Radial profiles of Favre mean mass fraction obC@M1 (experimentp; joint PDF, solid line), HM2 (experiment;;
joint PDF, dashed line), and HM3 (experimes, joint PDF, dash-dotted line).

first two axial locations and decreases at the other
four downstream locations. At these downstream lo-
cations, as the temperatures of HM2 and HM3 are
obviously lower than that of HM1, a greater amount
of local extinction occurs (which is clearly shown in
the scatterplots below).

The radial time-averaged Favre-averaged mean
profiles of the mass fractions of species £@O,
OH, and NO are shown iRigs. 17-20

For CO, (Fig. 17) the trends are similar to those
of mean temperature: at/Dg = 0.26, )7(;02 in-
creases from HM1 to HM2 to HM3, whereas at
x/Dg = 1.30, this trend is reversed. The calculations
reproduce these trends qualitatively, but not quantita-
tively.

For CO Fig. 18, for HM1 and HM2, the agree-

havior of flame HM3 at the first three axial locations.
The mean CO concentrations in the experimental data
for HM3 are much smaller than those in HM1 and
HM2. This behavior is not reproduced by the calcula-
tions.

Similar comments apply to OHF{g. 19. For
HM1 and HM2 the agreement is quite good, with the
calculations showing the correct trends. But the dif-
ferent behavior of flame HM3 at/Dg = 0.26 and
0.60 is not well reproduced in the calculations.

For all three flames, NCHg. 20) is overpredicted
at almost all locations. Part of the reason is likely to be
the inaccuracy of ISAT with the error tolerance used
(as discussed in Sectioh6). Comparing all three
flames, NO increases at the first three axial locations
and decreases at the last three axial locations as the

ment between calculations and measurements is quite jet velocity increases from HM1 to HM3 both in the

good (at least fox/Dpg < 1.80). A striking observa-
tion from the experimental data is the different be-

measurements and in the calculations. Because of lo-
cal extinction, the measured profiles of NO in HM3
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Fig. 18. Radial profiles of Favre mean mass fraction of CO: HM1 (experimefdint PDF, solid line), HM2 (experiment;
joint PDF, dashed line), and HM3 (experime#t, joint PDF, dash-dotted line).

drop quickly forx/Dg > 0.90. The current results of
the joint PDF calculations do not capture this behav-
ior.

5.3. Scatterplots

Scatterplots are compared with experimental data
for flames HM1 and HM3 irFigs. 21-24the means
conditional on mixture fraction are also shown in
the figures. The conditional means are calculated
for 50 bins equally distributed within mixture frac-
tion space, in the range .[@ 1.0]. The lines for the
laminar flamelet model are also shown for refer-
ence.

Scatterplots of temperature for HM1 compared
with experimental data are shownhigs. 21 and 22
The radial dependence of the scatterplots may be
observed. At the first axial location,/ Dg = 0.26,
there is nonreactive mixing between the coflow and

outer vortex, within the range fromy/Rg = 0.92

to y/Rg = 1.0, whereas within the vortex;/Rg <
0.92, the flame is burning. For the downstream loca-
tions, the agreement between calculations and exper-
iment is good. The data bands (the data range at a
given mixture fraction) in the joint PDF calculations
are narrower than those of experimental data, which
is consistent with previous observatiofi®,33] and

is explained inf33].

Scatterplots for HM3 are shown Figs. 23 and 24
First, in contrast to HM1, nonreactive mixing is not
observed in the outer shear layer at the first axial lo-
cation,x/Dg = 0.26, either in the experiments or in
the calculations. When we look at the mean mixture
fraction profiles inFig. 14, we find that, outside the
recirculation zone at the axial locatiarf Dg = 0.26
(the outer end of the plateau in the profiles), the mean
mixture fraction for the three flames is different. For
HM1, the value of{? is about 0.1; for HM2 and HM3,
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Fig. 19. Radial profiles of Favre mean mass fraction of OH: HM1 (experimeftjnt PDF, solid line), HM2 (experiment;;
joint PDF, dashed line), and HM3 (experimet, joint PDF, dash-dotted line).

the value is close tgsi = 0.050. Because of the in-
teraction between mixing and finite-rate chemical re-
action, small differences in mixture fraction result in
totally different burning characteristics. Second, as
may be observed frorRig. 24 local extinction is ev-
ident in the experimental data at several locations in
HM3. But this local extinction is not observed in the
current joint PDF calculations, at least in part because
of the mean mixture fraction discrepancy in the recir-
culation zone for flames HM2 and HM3. This is the
reason that the calculated radial profiles for HM3 in
Figs. 17—2Gare much higher than those of the experi-
mental data. Consequently, NO data are overpredicted
in the profiles of the HM2 and HM3 flames.

5.4. Effects of mixing model constant

Xu [33] found the prediction of local extinction
to be very sensitive to the value of the mixing model

constantCy. ReducingCy leads to a higher level of
local extinction. The effects of the model constagt

in the EMST mixing model are studied for the HM2
and HM3 flames. Calculations are conducted with
Cy =20, 1.5, and 1.0. Note that the value widely
used forCy is 2.0 and that suggested [88] for the
piloted-jet flames i€y = 1.5.

Figs. 25 and 2&how the radial profiles of mean
and variance of mixture fraction and temperature and
radial profiles of mean mass fraction of species)CO
CO, OH, and NO together with the experimental data
for flame HM2. The effects of the mixing model con-
stantCy4 on the mean mixture fraction are very weak,
as shown inFig. 25 whereas it may be observed
that the effect oiCy on the r.m.s. of mixture fraction
is strong. AsC, decreases, the variance increases,
which is consistent with expectation and previous ob-
servation[33]. Similar behavior is observed for the
r.m.s. of temperature. This is due to the fact that de-
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Fig. 20. Radial profiles of Favre mean mass fraction of NO: HM1 (experimefajnt PDF, solid line), HM2 (experiment;
joint PDF; dashed line), and HM3 (experiment, joint PDF, dash-dotted line).

creasingCy increases the time scale of mixing and, 5.5. Mean scalar dissipation

thus, decreases the decay rate of variances of scalars.

Based on the comparison with experimental data for The mean scalar dissipation rafg, is an impor-
¢”, the valueCy4 = 2.0 (or even larger) seems “opti-  tant quantity in many approaches to modeling non-

mal”; but based of”, the optimal value i€, = 1.0. premixed turbulent combustiof28], including the
There are no strong effects on the mean temperature conditional moment closure (CMC) and the flamelet
profile. model. The mean scalar dissipation rate is defined by

The observations concerning the radial profiles of .
CO, and CO inFig. 26are similar to those of temper- X =(2pDVE-VE)/(p), (21)
ature. We now examine the effect@j on the radical and is modeled as
OH. AsC decreases, the peak value of OH decreases _ o7
and the profile becomes broader, which indicates that X = Copt" <82, (22)
the reaction region is becoming broader. It may be where¢ is the mixture fraction,D is its molecular
observed that the agreement with experimental data giffusivity, C, is the mixing model constant, agd 2
is somewhat better foC¢ = 2.0 than fOI’C¢ =15. is the variance of mixture fraction.

The calculated NO profiles witlh'y, = 2.0 are seen Fig. 27 shows the radial profiles of mean scalar
to be significantly overpredicted when compared with  dissipation rate (obtained from E¢R2)) at several
the experimental data. Both OH and NO profiles with  axial locations from the joint PDF calculations with
Cy =1.0andCy = 1.5 are overpredicted and the dif-  Cy = 1.5. (No experimental data are available for
ferences between them are not significant. comparison.) It may be clearly seen that the mean
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Fig. 21. Scatterplots of temperature against mixture fraction for HMd/ &g = 0.26. Upper plots, in outer shear layer; lower
plots, in recirculation zone. Left, experimental data; right, joint PDF calculations@yjte= 1.5. Solid line, conditional mean;

dashed line, flamelet.
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Fig. 22. Scatterplots of temperature against mixture fraction for HM1 at three axial locations. Left, experimental data; right, joint

PDF calculations wittCy = 1.5. Solid line, conditional mean; dashed line, flamelet.
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Fig. 23. Scatterplots of temperature against mixture fraction for HMJ &g = 0.26. Upper plots, in outer shear layer; lower
plots, in recirculation zone. Left, experimental data; right, joint PDF calculations@jtk- 1.5. Solid line, conditional mean;

dashed line, flamelet.
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Fig. 24. Scatterplots of temperature against mixture fraction for HM3 at three axial locations. Left, experimental data; right, joint

PDF calculations witfCy, = 1.5. Solid line, conditional mean; dashed line, flamelet.
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Fig. 25. Effects of the mixing model constafi}, for HM2: radial profiles of Favre mean and r.m.s. of mixture fraction and
temperature. Solid line€}y = 2.0; dashed lines?y = 1.5; dash-dotted line;y = 1.0.
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Fig. 26. Effects of the mixing model constafiy for HM2: radial profiles of Favre mean mass fraction of £QO, OH, and
NO. Solid lines,Cy = 2.0; dashed linesCy = 1.5; dash-dotted lines;y = 1.0.
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Fig. 27. Radial profiles of mean scalar dissipation rate for flames HM1 (solid lines), HM2 (dashed lines), and HM3 (dash-dotted

lines) from joint PDF calculations witly = 1.5.

scalar dissipation rate increases as jet velocity in-
creasesKig. 27). On the right side of this figure, the
mean scalar dissipation rate is normalized as

cx_ XD
X = 7\]’
where Dj = 0.0036 m is the diameter of the jet and
Ujis the jet bulk velocity (se@able J). As expected
from a simple scaling argument, there is no significant
difference forx * in the three flames.

(23)

6. Calculation cost

Typically, a calculation with the EMST mixing
model (Vpc = 100 and 6000 particle pseudo-time
steps), on a single-processor, 1.8-GHz workstation
with 1 GB RAM, requires about 400 h CPU time, of
which 50% is used by ISAT. Compared with direct in-
tegration, ISAT achieves a speedup of a factor of 400.

7. Conclusions

The joint PDF method implemented as a fully
consistent hybrid FV/Monte Carlo particle algorithm
is applied to bluff-body stabilized flames, including
Sydney[9] flames HM1, HM2, and HM3. Numerical
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specification of inlet boundary conditions, grid con-

vergence, and bias error. The ARM2 mechanism for
methane implemented by the ISAT algorithm is used
for detailed chemistry calculations. Statistically sta-

tionary solutions are obtained. Calculations are com-
prehensively compared with the experimental data.
The effects of the mixing model constants are inves-
tigated. From this work, conclusions can be drawn as
follows.

Numerical accuracy issues for bluff-body stabi-
lized flames are investigated with a simple laminar
flamelet chemistry model. The computational domain
and boundary conditions are carefully specified such
that the calculations are sensitive neither to the cur-
rent domain size nor to the inlet boundary condi-
tions. Numerical errors in the joint PDF calculations
are studied. The bias errors are smaller than 5% for
Npc > 100. Grid convergence is achieved. On Grid C
with 72 x 96 cells, the spatial discretization errors are
smaller than 10% for the mean fields. The spatial dis-
cretization errors for the variance fields are not very
small but less than 20% for Grid C.

The EMST mixing model and the ARM2 mecha-
nism are used to model flames HM1, HM2, and HM3.
Statistically stationary results are obtained. ISAT er-
rors are examined using an autoignition test case.
With the ISAT error toleranceyy = 10~4, the errors
from tabulation are controlled within 1% for temper-

accuracy issues are carefully addressed, including the ature and major species, and within 5% for CO and
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OH, whereas errors for NO may be as large as 30% at
some locations.

Most of the calculations are in poor agreement
with the experimental data at the far downstream lo-
cations,x/Dg > 1.80, and so the remaining con-
clusions pertain to the upstream regiory,Dg <
1.80. For HM1, the agreement for temperature, major
species, and minor species CO and OH is generally
quite good. For flames HM2 and HM3, the calcula-
tions yield larger values of than the experimental
results, which are close to stoichiometric in the recir-
culation zone. As a consequence, the differencds in
and Ycozy for example, between the three flames are
not well reproduced in the calculations at the first two
axial locations. OveraII?No is overpredicted.

In the outer shear layer of flame HML1, there is
essentially inert mixing between the coflowing air
and the rich combustion products in the recircula-
tion zone, a phenomenon that is reproduced by the
calculations, but not observed in flames HM2 and
HM3, either in the experimental data or in the calcu-
lations. Substantial local extinction is observed in the
experimental data for flame HM3, but not reproduced
in the current calculations, even after decreasihg
to 1.0.

Only the EMST mixing model has been used for
the detailed chemistry calculations. While it would
be worthwhile in future work to evaluate the perfor-
mance of other mixing models, experience suggests
that the use of other mixing models would not rem-
edy the deficiencies of the current calculations.
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