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a b s t r a c t

Computations of turbulent combustion flows using detailed chemistry involving a large number of spe-
cies and reactions are computationally prohibitive, even on a distributed computing system. Here, we
present a new combined dimension reduction and tabulation methodology for the efficient implementa-
tion of combustion chemistry. In this study, the dimension reduction is performed using the rate con-
trolled constrained-equilibrium (RCCE) method, and tabulation of the reduced space is performed using
the in situ adaptive tabulation (ISAT) algorithm. The dimension reduction using RCCE is performed by
specifying a set of represented (constrained) species, which in this study is selected using a new Greedy
Algorithm with Local Improvement (GALI) (based on the greedy algorithm). This combined approach is
found to be particularly fruitful in the probability density function (PDF) approach, wherein the chemical
composition is represented by a large number of particles in the solution domain. In this work, the com-
bined approach has been tested and compared to reduced and skeletal mechanisms using a partially-stir-
red reactor (PaSR) for premixed combustion of (i) methane/air (using the 31-species GRI-Mech 1.2
detailed mechanism and the 16-species ARM1 reduced mechanism) and (ii) ethylene/air (using the
111-species USC-Mech II detailed mechanism, a 38-species skeletal mechanism and a 24-species reduced
mechanism). Results are presented to quantify the relative accuracy and efficiency of three different ways
of representing the chemistry: (i) ISAT alone (with a detailed mechanism); (ii) ISAT (with a reduced or
skeletal mechanism); and (iii) ISAT–RCCE with represented species selected using GALI. We show for
methane/air: ISAT (with ARM1 reduced mechanism) incurs 6% error, while ISAT–RCCE incurs the same
error using just 8 or more represented species, and less than 1% error using 11 or more represented spe-
cies, with a twofold speedup relative to using ISAT alone with the GRI-Mech 1.2 detailed mechanism. And
we show for ethylene/air: ISAT incurs 7% and 3% errors with the reduced and skeletal mechanisms,
respectively, while ISAT–RCCE achieves the same levels of error 7% with just 18 and 3% with just 25 rep-
resented species, and also provides 15-fold speedup relative to using ISAT alone with the USC-Mech II
detailed mechanism. With fewer species to track in the CFD code, this combined ISAT–RCCE–GALI reduc-
tion–tabulation algorithm provides an accurate and efficient way to represent combustion chemistry.

� 2011 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
1. Introduction

Modern chemical mechanisms of real fuels involve hundreds or
thousands of species and thousands of reactions [1,2]. Incorporat-
ing such detailed chemistry in the combustion flow calculations is
computationally prohibitive, and thus some form of modelling to
reduce the computational cost is inevitable.

In the last two decades or so, numerous dimension reduction
techniques have been developed to reduce the computational cost
of combustion chemistry. These include:
ion Institute. Published by Elsevier
1. Skeletal mechanisms: A skeletal mechanism consists of a
selected subset of the species and reactions from the detailed
mechanism, and is applicable to within certain accuracy, over
the entire range of conditions (e.g., pressures, temperatures,
equivalence ratios) of the detailed kinetic mechanism. Many
methods have been developed to systematically generate skel-
etal mechanisms from detailed mechanisms, such as the Direc-
ted Relations Graph (DRG) [3], DRG with error propagation
(DRGEP) [4] and Simulation Error Minimization Connectivity
Method (SEM-CM) [5].

2. Reduced chemical mechanisms (based on QSSA): The quasi-
steady-state approximation (QSSA) [6,7] has been widely
applied to develop reduced chemical mechanisms. The QSSA
method involves the identification of QSS species in the system,
Inc. All rights reserved.
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Nomenclature

Roman
h enthalpy
p pressure
ne number of elements
ns number of species
nrs number of represented species
nus number of unrepresented species
nr reduced dimension (nr = nrs + ne)
w molecular weights of the species
z species specific moles
h species molar enthalpies
hf species molar enthalpies of formation
r reduced representation
zr specific moles of represented species
zu,e specific moles of elements in the unrepresented species
zs specific moles of species in the skeletal or reduced

mechanism
S chemical production rates
R(z, t) reaction mapping after time t starting from z
B constraint matrix
E element matrix
r(0) reduced representation at time t = 0
zCE(r) constrained-equilibrium composition at r
zDR(t) reaction mapping, R(zDR(0), t)
rDR(t) reduced representation after time t
N number of test compositions used to compute error

NG number of test compositions used in the greedy algo-
rithm

NL number of test compositions used for local improve-
ment in GALI

Np number of particles in the PaSR
Dt reaction time step
T PaSR initial temperature
S size of ISAT table

Greek
U set of all species
Ur set of represented species
Uu set of unrepresented species
Uuu set of undetermined unrepresented species
Ug set of good represented species generated by the greedy

algorithm
Ugi set of good represented species obtained using GALI
�(t,Ur) dimension reduction error in the reaction mapping,

R(zDR(0), t)
�(Ur) error used for defining the optimal set of species
/ equivalence ratio
sres PaSR residence time
smix PaSR mixing time scale
spair PaSR pairing time scale
�tol ISAT error tolerance
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whose net rate of production is assumed to be zero, thereby
reducing the governing differential equation for the QSS species
into an algebraic relation. These algebraic relations are used to
eliminate the QSS species from the system. Reduced mecha-
nisms are generally valid only over a limited range of conditions
(i.e., pressures, temperatures, equivalence ratios) compared to
skeletal mechanisms.

3. Dimension reduction methods: Another class of dimension
reduction techniques is based on the observation that chemical
systems involve reactions with a wide range of time scales. As a
consequence, reaction trajectories are attracted to lower-
dimensional attracting manifolds in the composition space.
Computations can be performed in a reduced space by identify-
ing such low-dimensional manifolds, thereby reducing the
overall computational cost. Methods based on this idea include
rate-controlled constrained equilibrium (RCCE) [8,9], computa-
tional singular perturbation (CSP) [10], intrinsic low-dimen-
sional manifolds (ILDM) [11], trajectory-generated low-
dimensional manifolds (TGLDM) [12], invariant constrained
equilibrium-edge pre-image curve (ICE-PIC) [13] and one-
dimensional slow invariant manifold (1D SIM) [14].

4. Storage retrieval methods: In these approaches, combustion
chemistry computations are stored in a table, and are used to
build inexpensive approximate solutions at a later stage of com-
putation to reduce the overall cost. Methods based on this idea
include the structured look-up tabulation [15], repro-modelling
[16], artificial neural network (ANN) [17], in situ adaptive tabu-
lation (ISAT) [18,19] and piecewise reusable implementation of
solution mapping (PRISM) [20].

In recent times, combined methodologies have also been devel-
oped, wherein reduced reaction mechanisms or dimension reduc-
tion methods are used in conjunction with storage/retrieval
methods, such as ISAT–QSSA [21], ISAT–RCCE [22], and recently
ICE-PIC with ISAT [23].
In reactive flow calculations, the species concentrations are
governed by two processes: chemical reaction and transport. We
consider the important class of solution methods in which a split-
ting scheme is used, where the chemical reaction and transport
processes are accounted for in two separate sub-steps.

In the computational modelling of turbulent combustion using
PDF methods [24], the fluid composition within the solution do-
main is represented by a large number of particles. In a full-scale
PDF calculation, more than 2 million particles may be used, and
the solution can advance for more than 5000 time steps, leading
to approximately 1010 particle-reaction sub-steps. If such a calcu-
lation involves 100 species with the chemistry represented by a
detailed mechanism (without reduction or tabulation), then at
each reaction sub-step, 100 coupled ODEs need to be solved to
determine the species concentrations, which can be very expensive
Oð0:1Þ s and computationally prohibitive (i.e., 30 years for 1010

reaction sub-steps). Instead a dimension reduction method (such
as RCCE or ICE-PIC) integrated with ISAT can be used to perform
the reactive flow calculations in terms of say 20 represented spe-
cies; where the combined reduction–storage methodology deter-
mines and tabulates (in situ) the reduced space in terms of the
20 represented species based on the detailed mechanism. This
combined approach can reduce the reaction sub-step time to
Oð10Þ ls giving more than 104-fold speedup compared to a direct
evaluation using ODE integration (resulting in 30 h for 1010 reac-
tion sub-steps).

In our implementation of RCCE, which is integrated with ISAT
[13,22,23,25], a specified set of represented (constrained) species
is used as constraints to perform dimension reduction. The specifi-
cation of good constraints is crucial for the accuracy of dimension
reduction, and recently we proposed a greedy algorithm [26] for
selecting good represented species. In this paper we introduce a
new Greedy Algorithm with Local Improvement (GALI) which can
be used to generate an even better set of represented species by
further reducing the dimension reduction error obtained by the



Table 1
The default values of various PaSR and ISAT parameters used for the methane/air and
ethylene/air premixed combustion test cases.

Parameter Methane/air Ethylene/air

/ 1 1
T 600 K 600 K
p 1 atm 1 atm
sres 10 ms 100 ls
smix 1 ms 10 ls
spair 1 ms 10 ls
Dt 0.033 ms 0.33 ls
Np 100 100
�tol 10�5 10�5

S 1 GB 1 GB
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greedy algorithm at any given dimension. In this study, we use
GALI to select the represented species for performing dimension
reduction with RCCE.

The combined reduction–tabulation methodologies primarily
involve two errors: (i) the tabulation error due to the use of ISAT;
and (ii) the reduction error due to the use of either a reduced or
skeletal mechanism or due to the use of fewer represented species
in the dimension reduction methods like RCCE. The tabulation er-
ror is controlled by the specified ISAT error tolerance (�tol), and the
reduction error is controlled by the number of species retained in
the skeletal or reduced mechanism, and by the number of repre-
sented species used in the dimension–reduction method. The over-
all computational cost of course depends on the desired level of
accuracy, and the lower the specified error tolerance or the larger
the number of represented species, the more is the computational
cost. There is a trade-off between accuracy and efficiency, and in
this study, we consider a net reduction–tabulation error (defined
more precisely in Section 7.3) of about 2% to be an acceptable level
of accuracy. We use a low ISAT error tolerance (�tol = 10�5) and se-
lect a sufficient number of represented species with GALI to reduce
the reduction–tabulation error below 2%.

The outline of the remainder of the paper is as follows: In Sec-
tion 2 we develop a mathematical representation for a gas-phase
reacting system. Next, in Section 3 we describe the partially-stirred
reactor (PaSR) which is used for testing the combined dimension
reduction and tabulation approach in this study. In the next two
Sections 4 and 5 we briefly review the in situ adaptive tabulation
(ISAT) algorithm and the rate controlled constrained-equilibrium
(RCCE) methods. A reader familiar with these concepts may skip
these two sections. Following this in Section 6, we present a brief
overview of the greedy algorithm and the details of the new GALI.
Next, in Section 7 we describe the combined dimension reduction
and tabulation methodology. Finally, in Sections 8 and 9 we pres-
ent the results and draw conclusions.

2. Representation of chemistry

We consider a reacting gas-phase mixture consisting of ns

chemical species, composed of ne elements. The set of all species
is denoted by U. The thermo-chemical state of the mixture (at a gi-
ven position and time) is completely characterized by the pressure
p, the mixture enthalpy h, and the ns-vector z of specific moles of
the species. (The specific moles of species i is given as zi = Yi/
wi = Xi/wmix, where Yi, Xi and wi are the mass fraction, mole fraction
and molecular weight of the species i, respectively, and
wmix �

Pns
i¼1Xiwi is the mixture molecular weight.) To simplify the

exposition, we consider an adiabatic and isobaric system with a
fixed specified pressure, p, and so the thermo-chemical state is
fully characterized by z, h.

It is useful to consider the species composition z to be an ns-vec-
tor or a point in the ns-dimensional full composition space. With w
denoting the ns-vector of molecular weights of all the species, then,
for realizability, z must satisfy the normalization condition,
wTz = 1. (This corresponds to the species mass fractions summing
to unity.)

2.1. Reaction trajectories

Due to chemical reactions, the chemical composition z evolves
in time according to the following set of ordinary differential equa-
tions (ODEs)

dzðtÞ
dt
¼ SðzðtÞÞ; ð1Þ

where S is the ns-vector of chemical production rates determined by
the chemical mechanism used to represent the chemistry.
The reaction mapping, R(z, t) is defined to be the solution to Eq.
(1) after time t starting from the initial composition z. The reaction
mapping obtained by directly integrating the set of ODEs given by
Eq. (1) is referred to as a direct evaluation (DE). In this study, we use
DDASAC [27] for direct evaluation.

3. Partially-stirred reactor (PaSR)

We are interested in studying turbulent combustion flow prob-
lems using the LES/PDF approach. Computations of turbulent
flames using the LES/PDF approach are computationally expensive.
To demonstrate the working and efficiency of our combined
dimension reduction and tabulation approach, we instead consider
the computationally cheaper partially-stirred reactor (PaSR), which
is a representative test case for the combustion problems of our
interest. A PaSR is similar to a particle PDF method applied to a sta-
tistically homogeneous flow. We can vary pressure, inflowing
stream temperatures and the reaction time step Dt in the PaSR
to be representative of conditions in an LES/PDF calculation.

In this study, we consider the test case of a PaSR involving pre-
mixed combustion of two different fuel/air mixtures: (i) methane/
air and (ii) ethylene/air.

Unless specified otherwise, the default configuration studied in
the PaSR involves two inflowing streams: a stoichiometric pre-
mixed stream of given fuel/air mixture at 600 K; and a pilot stream
consisting of the adiabatic equilibrium products of the stoichiom-
etric fuel/air mixture (corresponding to unburnt gas temperature
of 600 K). The mass flow rates of these streams are in the ratio
0.95:0.05. Initially (t = 0), all particle compositions are set to be
the pilot-stream composition. The pressure is atmospheric
throughout.

Other important parameters involved in the PaSR for the meth-
ane/air and ethylene/air premixed combustion cases are listed in
the Table 1. The parameters include the equivalence ratio, /; (un-
burnt) temperature of the inflowing streams, T; pressure, p; resi-
dence time, sres; mixing time scale, smix; pairing time scale, spair;
reaction time step, Dt; number of particles, Np; ISAT error toler-
ance, �tol; and ISAT table size, S.

The residence time for methane/air and ethylene/air premixed
combustion in PaSR is chosen small enough (relative to the chem-
ical time scale) to introduce a good range of non-equilibrium tem-
perature and species compositions in the PaSR. As the residence
time is lowered and approaches the blow-out limit, the PaSR calcu-
lations become more computationally intensive. We have tried to
maintain a good balance between the computational cost and the
range of chemical compositions in the PaSR to perform tests. The
temperature distributions inside PaSR for the methane/air and eth-
ylene/air premixed combustion is shown in Figs. 1 and 2,
respectively.

The chemical mechanisms used to represent the chemistry for
the methane and ethylene fuels are listed in Table 2 along with



Fig. 1. Scatter plot of temperature (top) retrieved from 10 selected particles over
350 time steps and PDF of temperature (bottom) in the statistically stationary state
(time steps 100 and above) inside PaSR involving methane/air premixed combus-
tion with residence time sres = 10 ms. The equilibrium temperature is 2374 K.

Fig. 2. Scatter plot of temperature (top) retrieved from 10 selected particles over
350 time steps and PDF of temperature (bottom) in the statistically stationary state
(time steps 100 and above) inside PaSR involving ethylene/air premixed combus-
tion with residence time sres = 100 ls. The equilibrium temperature is 2500 K.

Table 2
The details of the chemical mechanisms used for methane and ethylene. (The
mechanisms with four elements do not include Ar.)

Fuel Mechanism Name Elements Species Reactions

Methane Detailed GRI-Mech 1.2
[35]

4 31 175

Reduced ARM1 [36] 4 16 12-step

Ethylene Detailed USC-Mech II
(Optimized in
2009) [37,38]

5 111 784

Skeletal Skeletal [39]
(with Ar added)

5 38 212

Reduced Reduced
(personal
communication,
based on [40])

4 24 20-step
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the details about the number of elements, species and reactions in-
volved in these mechanisms.

In our implementation of PaSR, computations can be performed
using the full set of species, U, in the full composition space (with-
out any dimension reduction) or using a smaller set of represented
species, Ur, using RCCE. For a given test case, PaSR calculations are
performed with and without dimension reduction, and the compo-
sitions obtained with the two approaches are compared to esti-
mate errors involved in dimension reduction.

In the next two sections we review the concepts of ISAT and
RCCE algorithms. A reader familiar with these concepts may skip
the next two sections.
4. In situ adaptive tabulation (ISAT)

4.1. Introduction

ISAT is a tabulation algorithm which returns accurate approxi-
mations (within a specified error tolerance) for computationally
expensive multi-dimensional functions using (previously evalu-
ated) tabulated function values. The ISAT algorithm has been ap-
plied in various fields [28,29], but in particular it has proved to
be extremely fruitful in reducing the computational cost of evalu-
ating the reaction mapping in combustion flow problems [19].
4.2. Overview of the ISAT algorithm

In this section we briefly describe the key terms involved in the
ISAT algorithm which are referred to repeatedly in the following
sections.

Consider the application of the ISAT algorithm for the evalua-
tion of reaction mappings in an adiabatic isobaric reactive system
with a specified constant pressure, p, such that the thermo-chem-
ical state is fully characterized by {z,h}. In such a system, given the
initial composition z(0), enthalpy h, and the reaction time step Dt,
ISAT aims to return the reaction mapping z(Dt) within a specified
error tolerance denoted by �tol. The initial input composition vector
given to ISAT is generally referred to as a query, and is denoted by
x. The query vector x, for example, in this case could be of the form

x ¼ fzð0Þ;hsð0Þ;Dtg; ð2Þ

where hs � hs(h,z) is the sensible enthalpy which is defined as

hs ¼ h� hf T

z; ð3Þ

where hf denotes the ns-vector of molar enthalpies of formation of
the species.

For this query vector x, ISAT returns a mapping, which is de-
noted by f, which is given by

f ¼ fzðDtÞ;hsðDtÞ; TðDtÞg; ð4Þ

where z(Dt), hs(Dt) and T(Dt) denote the composition vector, the
sensible enthalpy and the temperature, respectively, after time step
Dt.

Given a query vector x to ISAT, a series of steps are followed in
the ISAT algorithm to determine the mapping f, which are de-
scribed in detail in [18,19]. Here we list only the important defini-
tions, and key events involved:

1. A stored entry in the ISAT table is referred to as a leaf.
2. The region around a leaf’s value of x in which a linear approxi-

mation to f(x) can be returned within the specified error toler-
ance �tol is called the region of accuracy of that leaf. These
regions are approximated by hyper-ellipsoids which are
referred to as ellipsoids of accuracy (EOA).

3. Given a query x, a search is performed inside the ISAT table to
find an EOA which covers the query point x.

4. If such an EOA is found, then a linear approximation to the map-
ping f(x) is returned and this event is referred to as a successful
retrieve.

5. If the retrieve attempt is unsuccessful, then a direct evaluation
of the mapping f(x) is performed by integrating Eq. (1).

6. After the direct evaluation, a certain number of leaves close to
the query point x are selected for grow attempts. If the exact
mapping obtained by direct evaluation is found to be within
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the specified error tolerance (�tol) of the linear approximation
obtained from one of these leaves, then the EOA of that leaf is
grown to include the query point x and this event is called a
grow.

7. If all the grow attempts fail, then a new leaf is added to the ISAT
table (if not full) and this event is referred to as an add.

8. If the table size is full, then f(x) is returned without performing
an add, and this event is referred to as a direct evaluation (DE).

In the present study, ISAT is used to tabulate the reaction map-
ping, R(z, t), in the full composition space (without dimension
reduction), and also to tabulate the reaction mapping in the re-
duced space (defined in Section 7.2) when used in conjunction
with dimension reduction. In the next section we describe the
RCCE dimension reduction method and its implementation.

5. Dimension reduction

In this section we briefly describe the notation used in the RCCE
dimension reduction method; detailed descriptions are provided in
[13,23,26].

In RCCE, the set of species U is decomposed as U = {Ur,Uu},
where Ur is the set of represented species with cardinality nrs,
and Uu is the set of unrepresented species with cardinality nus,
where nrs + nus = ns and nrs < ns � ne.

The reduced representation of the species composition is de-
noted by r � {zr,zu,e}, where zr is an nrs-vector of specific moles of
represented species, Ur; and zu,e is an ne-vector of specific moles
of the elements in the unrepresented species, Uu (for atom conser-
vation). Thus, r is a vector of length nr = nrs + ne in the reduced com-
position space, and the dimension of the system is reduced from ns

to nr < ns. At any time t, the reduced representation, r(t), is related
to the full composition, z(t), by

rðtÞ ¼ BT zðtÞ; ð5Þ

where B is constant ns � nr matrix which can be determined for a
specified set of represented species.

5.1. Steps involved in dimension reduction

In this section we briefly describe the four main steps involved
in our implementation of RCCE. Since our implementation of RCCE
is integrated with ISAT, some of the steps in our implementation of
RCCE differ from those of other works found in the literature: those
steps are highlighted and justified.

1. The first important step in the application of the RCCE dimen-
sion reduction method is the selection of the set of represented
(constrained) species, Ur. For a given set of represented species,
Ur, the reduced representation is given as r � {zr,zu,e}.
Alternatively, in many of the RCCE implementations [30,31]
general linear constraints on species are specified. In our imple-
mentation of RCCE, to simplify the user interface and specifica-
tion of constraints, we use the species specific moles of the
represented species as the constraints.

2. The next step is the species reconstruction, i.e., given a reduced
representation r(0) at time t = 0, reconstruct an estimate of
the full composition denoted by zDR(0).
In RCCE the species reconstruction is performed by computing
the constrained-equilibrium composition for the given con-
straints. In our implementation of RCCE, the constrained-equi-
librium composition is computed using the CEQ [32] code,
with the constraints given by the reduced representation r.
The constrained-equilibrium composition at r is denoted by
zCE(r). So the reconstructed composition in RCCE is given as
zDRð0Þ ¼ zCEðrð0ÞÞ: ð6Þ
3. The next step is to obtain the reaction mapping. Starting from
the reconstructed composition, zDR(0), the set of ODEs (1) is
integrated numerically in the full space using DDASAC [27] to
obtain the reaction mapping after time t, denoted by zDR(t), as
shown in Fig. 1 in [26].
A different approach for the RCCE method as suggested in [9]
and also used in [30,31] is to integrate the rate equations for
the constraint potentials which is more economical than inte-
grating the ODEs (1) directly. In our implementation of RCCE,
we chose the former approach for the ease of combining RCCE
dimension reduction method with ISAT, which is discussed in
more detail in [22]. It should be noted that the reaction map-
pings obtained using these two approaches are not the same,
and they actually provide two different approximations to the
exact reaction mapping.

4. The final step involved in the dimension reduction method is
reduction, i.e., from the obtained reaction mapping after time t,
zDR(t), compute the reduced representation denoted by rDR(t)
(shown in Fig. 1 in [26]), given as:
rDRðtÞ ¼ BT zDRðtÞ: ð7Þ
To summarize, the key steps involved in the RCCE dimension reduc-
tion method are

1. Selection: Identifying good constraints or the set of represented
species, Ur for dimension reduction.

2. Species reconstruction: Given the constraints, r(0), reconstruct-
ing the full composition, zDR(0).

3. Reaction mapping: Starting from the reconstructed composition
zDR(0), computing the reaction mapping after time t in the full
composition space zDR(t).

4. Reduction: From the reaction mapping zDR(t), obtaining the
reduced representation rDR(t) after time t.

5.2. Dimension reduction errors

In this section we define the various errors involved in the
dimension reduction process and describe the method employed
to measure these errors using the PaSR.

Given a composition, z(0) in the full composition space, the
reaction mapping, R(z(0), t) (for t P 0) is more concisely denoted
by z(t) (see Fig. 4 in [26]).

For a given set of represented species, Ur, the reduced represen-
tation of the full composition, z(0) is denoted by r(0) and is ob-
tained by performing the reduction using (5) as

rð0Þ ¼ BT zð0Þ: ð8Þ

At r(0), the reconstructed composition using a dimension reduction
method is denoted by zDR(0). Starting from the reconstructed com-
position, the reaction mapping, R(zDR(0),t) in the full composition
space is more concisely denoted by zDR(t) (see Fig. 4 in [26]).

Now for a representative test problem, to estimate the errors in-
curred using a dimension reduction method, a number of test com-
positions are selected in the full space. Let the number of test
composition used be denoted by N. To generate those test compo-
sitions, we perform a PaSR computation in the full composition
space (without dimension reduction) and then pick N distinct test
compositions (corresponding to adds in the ISAT table) in the full
space and denote them by z(n)(0), for n = 1 to N; and their corre-
sponding reaction mappings after a fixed constant time t are de-
noted by z(n)(t).

At the N chosen compositions, z(n)(0), in the full space, and for a
given set of represented species, Ur, we denote the corresponding
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reduced representations by r(n)(0), the reconstructed compositions
by zDR(n)(0), and the reaction mappings by zDR(n)(t).

Note that, given z(0) and t, zDR(t) depends on the specification of
the represented species, Ur. As needed, we show this dependence
explicitly by the notation zDR(t,Ur).

At this stage, we define the error in the reaction mapping ob-
tained after time t starting from the reconstructed composition
to be

�ðt;UrÞ ¼ ½z
DRðnÞðt;UrÞ � zðnÞðtÞ�rms

½zðnÞðtÞ�rms
; ð9Þ

where the operator []rms is defined by, for example,

½zðnÞðtÞ�rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

n¼1
kzðnÞðtÞk2

r
; ð10Þ

where kzk denotes the 2-norm.
In particular we have two important errors in the dimension

reduction method corresponding to t = 0 and t = Dt:

1. Species reconstruction error: This is the error in reconstructing
the full composition given a reduced composition r(0) at t = 0
and is given by Eq. (9) as �(0,Ur).

2. Reaction mapping error: This is the error in the reaction mapping
obtained after time step Dt (reaction time step) starting from
the reconstructed composition and is equal to �(Dt,Ur).

6. Selection of represented species

In the RCCE dimension reduction method, the selection of rep-
resented species for dimension reduction is an important task. In
many of the RCCE applications, the constraints are found by a care-
ful examination of the chemical reactions involved in the system
[30,31,33]. Ideally one would like to find the optimal set of repre-
sented species that produces the minimum dimension reduction
error, but finding such an optimal set of species is very difficult. Re-
cently we proposed a new automated greedy algorithm [26] for
selecting represented species for the RCCE dimension reduction
method, which showed promising results. Based on this greedy
algorithm, we have now developed a new Greedy Algorithm with
Local Improvement (GALI) which performs even better than the ori-
ginal greedy algorithm proposed in [26]. In the following sections,
we briefly review the greedy algorithm and then present details
about the GALI.

6.1. Greedy algorithm

A greedy algorithm proceeds in stages, making the best (locally
optimum) choice at each stage while finding a solution [34]. Gree-
dy algorithms are not guaranteed to give the optimal solutions, but
provide good solutions for many mathematical problems.

In our greedy algorithm [26], we split the task of selecting nrs

number of represented species into nrs different stages, selecting
the best available species (one which minimizes the error) at each
stage. In [26], results are reported of RCCE dimension reduction
tests using the greedy algorithm for PaSR computations involving
methane/air premixed combustion at many equivalence ratios,
pressures and temperatures. The main conclusion drawn from
the results presented in [26] is that the greedy algorithm works
well at small values of nrs (say 6 5), but at higher values of nrs,
the greedy algorithm is found to generate a poor set of represented
species in some cases.

As an attempt to further reduce the error obtained with the
greedy algorithm at high values of nrs, we have introduced an addi-
tional local improvement step to the greedy algorithm which is de-
scribed in the next section.
6.2. Greedy Algorithm with Local Improvement (GALI)

We present a new method for further improving the dimension
reduction error of the set of represented species obtained by the
greedy algorithm. This is achieved by performing a local improve-
ment over the set of species selected by the greedy algorithm at
any given dimension.

In the greedy algorithm, at each stage, one new species (produc-
ing the minimum error) is added to the set of species selected in
the previous stages. The greedy algorithm does not allow for a spe-
cies selected in the previous stages to be ‘‘swapped’’ with another
species producing lower error. For this reason, a new local
improvement step has been introduced in the greedy algorithm
to enable replacement of previously selected species in the greedy
algorithm by species which result in lower error. The idea behind
the local improvement step is to sequentially swap a species from
the set of represented species obtained from the greedy algorithm
by a species from the set of unrepresented species (one at a time)
and check for improvement in error. (Only single species swaps are
considered to reduce the overall computations involved in the local
improvement step.) In the local improvement step, all possible
species swaps between the represented and the unrepresented
set of species are performed to check for improvement in error.
Any species swap that results in improvement in error is saved,
and at the end of the local improvement step a new improved
set of species (with an error less than or equal to the error given
by the greedy algorithm) is generated.

The complete algorithm of first applying the greedy algorithm
and later improving the set of represented species by performing
local improvement is called the Greedy Algorithm with Local
Improvement (GALI).

The greedy algorithm is described in detail in [26]. Here we
present the algorithm for the local improvement step. In the gree-
dy algorithm a fixed number of test points, N = NG, are used to com-
pute the error. The local improvement step described here can be
applied using a fewer number of test points, N = NL, such that
NL < NG, to reduce the computational cost. To explicitly specify
the number of test points used for computing the error, here we
use the notation �(N, t,Ur) to denote the error (Eq. (9)) computed
using N test points. For a given definition of error – species recon-
struction with t = 0 or reaction mapping error with t = Dt – we de-
note the error more concisely as �(N,Ur).

Following the notation used in [26], the local improvement step
at a given value of nrs can be performed as follows:

1. Apply the greedy algorithm based on the given definition of
error, �(NG,Ur), and obtain the set of nrs represented species
denoted by Ug.

2. Let the set of represented species at any stage of the local
improvement algorithm be denoted by Ur. Initially, Ur = Ug.
At any stage the set of undetermined unrepresented species is
denoted by Uuu (Ur).

3. Let the set of species obtained at the end of the local improve-
ment step be denoted by Ugi. Initially, we set Ugi = Ug (assum-
ing no improvement).

4. Let Ur
jk denote the set of species obtained by swapping the jth

species from Ur with the kth species from Uuu(Ur).
5. We use NL test points inside the local improvement step to com-

pute error. The local improvement step involves the following
loop:
for j from 1 to cardinality of Ur

for k from 1 to cardinality of Uuu(Ur)

⁄ form the set Ur

jk and evaluate �ðNL;U
r
jkÞ

⁄ if � NL;U
r
jk

� �
< �ðNL;U

rÞ then reset Ur ¼ Ur
jk

end for
end for
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6. If Ur – Ugi, then save the set of species, Ugi = Ur, and rerun the
previous local improvement loop (5), else continue.

7. Check if Ugi generates lower error than Ug over the NG test
points used in the greedy algorithm. If �(NG,Ugi) < �(NG,Ug),
then save Ugi else reset Ugi = Ug.

In the above algorithm, the local improvement loop (steps 5 and
6) is guaranteed to terminate because of the strictly non-increasing
error check being employed. In all the cases tested, the local
improvement loop has never been executed for more than three
times. If needed, an upper bound can also be set on the maximum
number of times the local improvement loop can be executed.

At the end of the local improvement step, we obtain an im-
proved set of species with an error less than or equal to the error
obtained by the greedy algorithm.
Fig. 3. Reaction mapping error for methane/air premixed combustion at / = 1.2,
T = 1200 K and p = 1 atm as a function of number of represented species, nrs,
obtained with (i) Greedy algorithm (using NG = 2500 test points) and (ii) GALI (using
NL = 200 test points for local improvement). At each value of nrs, the error achieved
after each local improvement loop in the GALI algorithm is marked with a solid
circle and the number of successful swaps (resulting in reduction in error)
performed in that loop are indicated in parenthesis. The test points are selected
from a PaSR run involving methane/air premixed combustion at / = 1.2, T = 1200 K
and p = 1 atm with chemistry represented by the 31-species GRI-Mech 1.2 detailed
mechanism.
6.3. Computational cost

The computational cost of the greedy algorithm and the local
improvement step directly depends on the number of computa-
tions involved in the evaluation of errors. For a fixed value of nrs,
the number of computations involved are

� greedy algorithm: OðnrsnsNGÞ; and
� local improvement: Oðnrsðns � nrsÞNLMÞ,

where M is the average number of local improvement loops
executed.

More quantitative results for the computational cost of the
greedy algorithm and local improvement are presented in the next
section.
Fig. 4. Reaction mapping error for methane/air premixed combustion at / = 0.8,
T = 1200 K and p = 1 atm as a function of number of represented species, nrs,
obtained with (i) Greedy algorithm (using NG = 2500 test points) and (ii) GALI (using
NL = 200 test points for local improvement). At each value of nrs, the error achieved
after each local improvement loop in the GALI algorithm is marked with a solid
circle and the number of successful swaps (resulting in reduction in error)
performed in that loop are indicated in parenthesis. The test points are selected
from a PaSR run involving methane/air premixed combustion at / = 0.8, T = 1200 K
and p = 1 atm with chemistry represented by the 31-species GRI-Mech 1.2 detailed
mechanism.
6.4. Comparison of results

In this section we present results comparing dimension reduc-
tion error obtained by the greedy algorithm and the improvements
achieved by the local improvement step.

We consider the PaSR with methane/air premixed combustion
and study two cases for which the greedy algorithm does not yield
very good results (as presented in [26]):

1. / = 1.2, T = 1200 K and p = 1 atm;
2. / = 0.8, T = 1200 K and p = 1 atm,

where / is the equivalence ratio, T is the temperature of the
inflowing premixed stream and p is the pressure inside the PaSR.

For the above two cases we first apply the greedy algorithm for
nrs = 1–15 and obtain the represented species ordering. Next, we
apply the local improvement step (as described in the previous
section) over the species set obtained from the greedy algorithm
for nrs = 3–15. We skip nrs = 1 which is already the optimal, and
nrs = 2 where the local improvement is not expected to give any
further improvement.

The dimension reduction error for case (1) / = 1.2, T = 1200 K
and p = 1 atm is shown in Fig. 3 and for case (2) / = 0.8,
T = 1200 K and p = 1 atm is shown in Fig. 4. In these figures, we
see that the local improvement step reduces the error at many val-
ues of nrs. In case (2), the greedy algorithm already performs quiet
well (error is less than 10�4 for nrs > 12), so in Fig. 4 we do not see
significant improvement with the local improvement step, how-
ever in case (1), the greedy algorithm performs poorly (error re-
mains constant at about 10�2 for nrs > 4), and so in Fig. 3 we see
more than an order of magnitude reduction in error for nrs > 10.
In the figures, at each value of nrs, the reduction in error achieved
at the end of each local improvement loop is marked. We see that
at any nrs value, no more than three loops of local improvement are
executed.

The total CPU time taken for the greedy, local improvement and
the overall GALI for case (1) is shown in Fig. 5. (The CPU times for
case (2) are similar and hence are not shown.) We see that the
greedy algorithm takes approximately 20 min per species selec-
tion. The local improvement takes approximately the same order
of time as the greedy algorithm at all the values of nrs. The com-
bined cost of the GALI is therefore approximately twice the cost
(40 min per species selection) of the greedy algorithm, but the cost
is still linear in the number of represented species nrs.

Note that here the cost of GALI has been computed for all the
values of nrs, and the CPU time taken at nrs = 26 is about 20 h.
However,



Fig. 5. The CPU time spent in selecting represented species based on the reaction
mapping error (i) using the greedy algorithm (with NG = 2500 test points); (ii)
performing local improvement (with NL = 200 test points); and (iii) using complete
GALI at different values of nrs. The test points are selected from a PaSR run involving
methane/air premixed combustion at / = 1.2, T = 1200 K and p = 1 atm with
chemistry represented by the 31-species GRI-Mech 1.2 detailed mechanism. The
CPU time is measured by running a serial implementation of the greedy algorithm
on a 2.2 GHz Quad-Core AMD Opteron(tm) Processor.
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� for sufficient accuracy, nrs = 15 is adequate, and the CPU time for
GALI at nrs = 15 is around 10 h;
� GALI needs to be applied only once (for one set of conditions

and a specified value of nrs) and the same set of species is likely
to be good in other conditions [26]. (In [26] we have already
shown that species selected at one condition work well at other
conditions, and with the addition of the local improvement
step, the combined GALI may work well over a wider range of
conditions.); and
� the cost of GALI is small compared to the savings achieved when

applied to LES/PDF which require 104–105 CPU h.

In short, the local improvement step can be used to reduce er-
rors in cases where the greedy algorithm alone may not yield very
good results.
7. Combined dimension reduction and tabulation

In the previous two sections we described the tabulation algo-
rithm using ISAT and dimension reduction using RCCE. Both the
methodologies are very good in reducing the computational cost
of combustion chemistry in their own perspectives, but when com-
bined they can reduce the cost even further.
7.1. Introduction

The ISAT algorithm has been successfully applied in combustion
chemistry problems involving up to ns 6 50 species. For problems
in higher dimensions, i.e. problems involving more than 50 species,
the direct use of ISAT may not be very efficient, due to the large ta-
ble size and search times. Similarly, dimension reduction can be
used to represent the chemistry using a reduced number of species,
thereby reducing the cost of tracking species in a CFD code. But, if a
tabulation algorithm is not used in conjunction, the dimension
reduction alone cannot be very efficient due to the expensive spe-
cies reconstruction and reaction mapping involved in the algo-
rithm (as described in Section 5) for computing the reduced
mapping. Our task is to integrate these two successful methodolo-
gies – tabulation and dimension reduction – to extract the maxi-
mum out of both and make the combined algorithm accurate
and efficient for combustion chemistry problems.
In this combined strategy of dimension reduction and tabula-
tion, we first apply the dimension reduction method using RCCE
by specifying a set of represented species (selected using the GALI
algorithm) and then we tabulate the reduced space using ISAT. This
combined methodology can be applied to chemical systems involv-
ing a large number of species (100–1000) by first applying the
dimension reduction to reduce the dimensionality of the system
to say around 20 (depending on the level of accuracy needed)
and then using the ISAT to tabulate the reaction mapping in the re-
duced space. (For very large mechanisms involving more than 1000
species, it may be more appropriate to use the ISAT–RCCE–GALI ap-
proach on a smaller skeletal mechanism, which of course will be
less accurate but may be computationally more feasible.) Since
the tabulation is done over the reduced space in a lower dimen-
sion, retrieving from the ISAT table is very efficient. However, since
the reaction mapping is computed in the full space, constructing
the ISAT table may be relatively costly. Nevertheless, for problems
such as LES/PDF computation requiring very many queries, the
overall efficiency may be significantly improved.

7.2. Combined reduction–tabulation algorithm

A simplified schematic of the combined dimension reduction
and tabulation algorithm is shown in Fig. 6. The first step (pre-pro-
cessing) in this combined reduction–tabulation approach is the
specification of the represented species for dimension reduction.
Given the number of constrained species nrs, or a dimension reduc-
tion error tolerance �DR,tol, we apply GALI (using a representative
PaSR configuration) to obtain the specified number of represented
species or enough number of represented species such that the
dimension reduction error (Eq. (9)) is less than the specified error
tolerance. Given the represented species, the reduced representa-
tion is defined as r � {zr,zu,e}.

In an isobaric adiabatic system with a specified fixed pressure,
p, the chemistry is represented using this combined approach by
the reduced set of variables, {r,h}. So, the only variables that need
to be stored and carried (for example by the particles in a PDF sim-
ulation) are the reduced variables, r and h. Given the initial re-
duced composition r(0), the mapping after time step Dt is given
(as described in Section 5.1 and shown in Fig. 6) by first performing
species reconstruction to obtain zDR(0), followed by computing the
reaction mapping zDR(Dt) and then performing the reduction to re-
trieve r(Dt) � rDR(Dt). Computing the exact mapping with dimen-
sion reduction is even more expensive than computing the
reaction mapping in the full composition space (i.e., getting z(Dt)
from z(0)) due to the additional species reconstruction and reduc-
tion steps involved. So dimension reduction alone is not very effi-
cient, except for the fact that the total number of variables that
need to carried in the CFD code is reduced, and so fewer scalar
equations need to be solved in the CFD code.

The dimension reduction when integrated with ISAT becomes
much more efficient. In addition to performing dimension reduc-
tion, the reduced mappings, r(Dt) are tabulated using ISAT. In this
case, the query vector to ISAT is given as

x ¼ rð0Þ;hn
s ð0Þ;Dt

� �
; ð11Þ

where hn
s � hn

s ðh; rÞ is the nominal sensible enthalpy defined only in
terms of the reduced variables r, for example, as

hn
s � h� hf ;rT

zr ; ð12Þ

where hf,r denotes the nrs-vector of molar enthalpies of formation of
the represented species.

The mapping obtained from ISAT is given as

f ¼ rðDtÞ;hn
s ðDtÞ; TaðDtÞ

� �
; ð13Þ



Fig. 6. Schematic of the combined dimension reduction and tabulation algorithm. The pre-processing step involves the selection of represented species using GALI with a
representative PaSR test problem for a specified number of represented species, nrs, or a specified dimension reduction error tolerance, �DR,tol. The choice of represented
species is encapsulated in the specification of the ns � nr matrix B, which relates the reduced composition r to the full composition z by r = BT z. At each reaction fractional
step, ISAT is invoked to retrieve the reduced mapping r(Dt). For an unsuccessful retrieve, the reduced mapping is obtained using RCCE by performing species reconstruction
(using CEQ [32]), followed by computing the reaction mapping with the detailed mechanism (using DDASAC [27]), followed by reduction to obtain r(Dt).
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where Ta(Dt) denotes an approximated temperature after time step
Dt. (In Fig. 6, instead of x and f we only show r(0) and r(Dt) for brev-
ity.) Since with dimension reduction the composition of only the
represented species is stored in the ISAT table, the thermodynamic
variables like temperature and density need to be approximated
using the reduced representation, which is explained in more detail
in the Appendix A.

In the combined approach shown in Fig. 6, the exact mapping
is computed only when a grow or add is performed in ISAT. For a
successful retrieve, the reduced mapping is returned directly
using the stored information in ISAT. Since the size of the query
vector x and the mapping vector f are smaller, the ISAT table
size is also smaller, thus resulting in faster search and retrieve
times.

To summarize, the combined dimension reduction and tabula-
tion strategy has the following advantages:

1. Fewer species need be carried and solved for in the CFD code – a
significant reduction in computational cost.

2. The ISAT table size is relatively smaller, leading to faster search
and query time.

7.3. Reduction–tabulation error

In this study, we compare the accuracy and performance of the
following three methodologies for representing chemistry:

1. ISAT: using ISAT directly to tabulate chemistry with a detailed
chemical mechanism (without any dimension reduction)

2. ISAT + SKELETAL/REDUCED: using ISAT to tabulate chemistry
with a skeletal or reduced chemical mechanism
3. ISAT + RCCE: using the combined ISAT–RCCE reduction–tabula-
tion algorithm with represented species selected using GALI

The primary quantity of interest is the accuracy of the reaction
mapping obtained using these three different methodologies. We
compute the error involved in these three methods by considering
the error in the reaction mapping obtained using these methods
relative to a direct evaluation using ODE integration with the de-
tailed mechanism. The reaction mappings obtained using an ODE
integrator (we use DDASAC [27] in this work) typically involve very
small errors (relative to these methods) and hence can be deemed
accurate. We refer to the error involved in these methods as the
reduction–tabulation error, which for a direct use of ISAT with a de-
tailed mechanism reduces to simply tabulation error (as there is no
reduction involved).

We measure the reduction–tabulation error using the PaSR test
setup. We first perform PaSR calculations in the full composition
space (without dimension reduction) using the detailed mecha-
nism and store particle compositions and their reaction mappings
computed using direct evaluation (with DDASAC) after each reac-
tion sub-step. Let the stored initial particle composition be denoted
by z(n)(0) and its mapping (after time step Dt) by z(n)(Dt) for n = 1–
N, where N denotes the total number of stored compositions and
their reaction mappings. We also store the initial enthalpy h(n)(0),
and initial temperature T(n)(0) (corresponding to z(n)(0)), which
are needed for computing the reaction mapping in the aforemen-
tioned reduction–tabulation methodologies.

Using these stored compositions, the reduction–tabulation er-
ror is computed by considering the error in the reaction mapping
obtained using one of the three aforementioned methods. At the
stored compositions, we first obtain the composition of the
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represented species used under the considered method. We denote
(see Fig. 7) the reduced representation corresponding to z(n)(0) by
zr,(n)(0) and that corresponding to z(n)(Dt) by zr,(n)(Dt). The reaction
mapping starting from zr,(n)(0) obtained by the considered reduc-
tion–tabulation (RT) method is denoted by zr;ðnÞ

RT ðDtÞ.
The reduction–tabulation error, denoted by �RT, is then given as

�RT ¼
zrðDtÞ � zr

RTðDtÞ
� �

rms

zrðDtÞ � zrð0Þ½ �rms
; ð14Þ

where the operator []rms is defined previously in Eq. (10).
In particular, for the three aforementioned methods, the in-

volved reduced compositions are given as follows:

1. ISAT: since no reduction is involved in this case, we have
Fig. 7.
tabulat
zISAT(Dt
DDASA
mechan
and at
tabulat
zrð0Þ � zð0Þ; zrðDtÞ � zðDtÞ and zr
RTðDtÞ � zISATðDtÞ; ð15Þ
where zISAT(Dt) denotes the reaction mapping obtained from ISAT
(see Fig. 7). The error computed for this case is referred to as the
tabulation error.
2. ISAT + SKELETAL/REDUCED: in this case, we need to obtain the

composition of the species involved in the skeletal or reduced
mechanism from the stored full compositions, z(t). Let
zs(t) � zs(z(t)) denote the concentration of species in the skeletal
mechanism obtained from the full composition, z(t), then we
define
zrðtÞ � zsðtÞ=ðwsT
zsðtÞÞ; ð16Þ
where ws denotes molecular weights of the species in the skeletal
mechanism, and zs(t) is normalized to satisfy the realizability con-
dition, wsT zs ¼ 1. The reaction mapping, zr

RTðDtÞ, is computed (using
the skeletal mechanism) starting from zr(0) with the same initial
temperature as z(0).

3. ISAT + RCCE: in this case, for the given set of represented spe-
cies selected using GALI, the reduced representation is simply
the concentration of the represented species denoted by zr.
The reaction mapping zr

RTðDtÞ is obtained using the combined
reduction–tabulation algorithm with ISAT–RCCE (see Fig. 7).
The various compositions involved in the computation of reduction–
ion error. z(0) denotes an initial composition in the full space. z(Dt) and
) denote the reaction mappings obtained with direct evaluation (using
C) and ISAT, respectively in the full composition space using the detailed
ism. The composition of the represented species at z(0) is denoted by zr(0)
z(Dt) by zr(Dt). The reduced mapping obtained using the reduction–

ion algorithm is denoted by zr
RT ðDtÞ.
As mentioned earlier, we consider a net reduction–tabulation
error of about 2% (1% tabulation and 1% reduction) to be accept-
able. In this study, we use an ISAT error tolerance of �tol = 10�5,
which gives a tabulation error of less than 1% for both methane/
air and ethylene/air premixed combustion in the PaSR. We vary
the number of represented species, nrs, in the RCCE method to
achieve a combined reduction–tabulation error of less than 2%.
8. Results

In this section we present results for the partially-stirred reac-
tor (PaSR) involving premixed combustion of (i) a methane/air
mixture and (ii) an ethylene/air mixture with PaSR settings as
listed in Table 1 and chemistry represented by the chemical mech-
anisms listed in Table 2.

We employ the previously mentioned three methods to repre-
sent chemistry – (i) ISAT with a detailed mechanism; (ii) ISAT with
a skeletal or reduced mechanism; and (iii) ISAT + RCCE – and com-
pare the reduction–tabulation errors involved in these methods.

We also compare the performance of ISAT under these various
methods. To gauge the performance of ISAT under a particular
method, we perform a long duration PaSR run involving over 109

queries and gather ISAT CPU time statistics. We then compute
and analyze the following two quantities:

� build time: This is the time taken to add to and to build the table by
growing EOAs. It is the total time less the time spent retrieving.
� query time: This is the average time taken per query after the

ISAT table has been fully built with very few adds or grows
being performed in the table.

Out of these two, the primary quantity of interest is the query
time, which determines the speed of chemistry implementation
i.e., the average time per reaction sub-step per particle.

8.1. Methane premixed combustion

In this section we present results for the methane/air premixed
combustion. The PaSR computations involving premixed combus-
tion of stoichiometric methane/air mixture are performed as
described in Section 3. The chemistry is represented using the
GRI-Mech 1.2 detailed and the ARM1 reduced mechanisms (details
given in Table 2).

8.1.1. Represented species
To select represent species for representing the chemistry with

the combined ISAT–RCCE reduction–tabulation algorithm, we ap-
ply GALI on the detailed GRI-Mech 1.2 mechanism based on the
reaction mapping error. The error achieved using the greedy algo-
rithm with NG = 2500 test points and further improvement in error
using the local improvement with NL = 200 test points is shown in
Fig. 8. We note that for nrs 6 17, the species reconstruction error
obtained by the greedy algorithm decreases exponentially with
nrs, and has a value of about 10�3% at nrs = 17. We also note that
for nrs 6 20, GALI gives only marginal (less than 1%) improvement
in error over the greedy algorithm at some dimensions, but at high-
er dimensions (nrs > 20) we see more than an order of magnitude
reduction in error. At any given reduced dimension, nrs, we use
the species selected with GALI to perform dimension reduction
with RCCE. The sets of represented species obtained using GALI
for nrs = 1–15 are listed in Table 3.

8.1.2. Reduction–tabulation error
The errors incurred for the methane/air premixed combustion

with chemistry represented using the three described methods



Fig. 8. Reaction mapping error for methane/air premixed combustion as a function
of number of represented species, nrs, obtained with (i) Greedy algorithm (using
NG = 2500 test points) and (ii) GALI (using NL = 200 test points for local improve-
ment). The test points are selected from a PaSR run involving methane/air premixed
combustion with chemistry represented by the 31-species GRI-Mech 1.2 detailed
mechanism.

Table 3
Sets of represented species obtained using GALI (with 31-species GRI-Mech 1.2
mechanism) for dimension reduction of methane/air premixed combustion with RCCE
for nrs = 1–15.

nrs Represented species

1 CH4

2 CH4, CO2

3 CH4, CO2, H2

4 CH4, CO2, H2, O2

5 CH4, CO2, H2, O2, H
6 CH4, CO2, H2, O2, H, OH
7 CH4, CO2, H2, O2, H, OH, O
8 CH4, CO2, H2, O2, H, OH, O, CH2O
9 CH4, CO2, H2, O2, H, OH, O, CH2O, CH3

10 CH4, CO2, H2, O2, H, OH, O, CH2O, C2 H6, C2H4

11 CH4, CO2, H2, O2, H, OH, O, H2O, CH3, HO2, CO
12 CH4, CO2, H2, O2, H, OH, O, CH2O, CH3, HO2, CO, H2O
13 CH4, CO2, H2, O2, H, OH, O, CH3OH, CH3, HO2, CO, H2O, CH2CO
14 CH4, CO2, H2, O2, H, OH, O, CH2O, CH3, HO2, CO, H2O, CH2CO, C2H5

15 CH4, CO2, H2, O2, H, OH, O, CH2O, CH3, HO2, CO, H2O, CH2CO, C2H5, CH2

Table 4
Represented species selected using the greedy algorithm (with 111-species USC-Mech
II mechanism) for dimension reduction of ethylene/air premixed combustion using
RCCE for nrs = 1–32.

Represented species

C2H4, O2, CO2, H2O, OH, H, CH2O, HO2, O, H2, CH4, C2H2, C2H6, H2O2, C2H3,
CH2CO, C3H8, HCCO, CH2, CH3, CO, CH2CHO, C3H6, HCO, C2H5, C4H2, C4H6,
CH3O, C2H, HCCOH, CH, aC3H5

Fig. 9. Error incurred using (i) ISAT alone (with detailed mechanism); (ii)
ISAT + REDUCED (with the ARM1 reduced mechanism); and (iii) ISAT + RCCE (using
nrs represented species) with chemistry represented by the detailed mechanism.
The error is computed by considering 105 compositions and their reaction
mappings (computed using ODE integration) obtained from a PaSR run involving
methane/air premixed combustion with chemistry represented using the 31-
species GRI-Mech 1.2 detailed mechanism.

Fig. 10. ISAT query time for a PaSR run (with over 109 queries) involving methane/
air premixed combustion using (i) ISAT (with detailed mechanism); (ii) ISAT + RE-
DUCED (with the ARM1 reduced mechanism); and (iii) ISAT + RCCE with nrs

represented species and chemistry represented by the detailed mechanism. The y-
intercept of linear extrapolation (dashed-line) gives an estimate of the ISAT build
time for each case. The CPU time is computed by performing (serial) runs on the
TACC Ranger cluster.
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are shown in Fig. 9. We see that ISAT alone with the detailed
mechanism incurs about 0.1% tabulation error and ISAT with the
ARM1 reduced mechanism incurs around 6% error. However, with
the ISAT–RCCE methodology

� for nrs < 10, the error is mainly dominated by the RCCE dimen-
sion reduction error, which decreases exponentially (similar to
Fig. 8) with an increase in the number of represented species,
nrs, by about a factor of 10 for every 5 represented species
added. (The magnitude of error in Figs. 8 and 9 are different
because they are different measures of error.);
� the error is less than ISAT + REDUCED (ARM1 mechanism) with

just eight or more represented species;
� the error is less than 1% with 11 or more represented species;
and
� for nrs P 14, the error (dominantly tabulation) is comparable to

ISAT alone, and hence cannot be reduced further by increasing
nrs.

8.1.3. ISAT performance
The ISAT query time for PaSR involving methane/air premixed

combustion using different methods is shown in Fig. 10. The
ISAT+RCCE method is used with 11 and 15 represented species
(which correspond to less than 1% reduction–tabulation errors,
see Fig. 9). We see that the combined reduction–tabulation algo-
rithm provides almost twice the speedup as ISAT alone, with a
query time of around 4–5 ls, compared to 9 ls using ISAT with
the detailed mechanism. The ISAT + REDUCED query time of 5 ls
is comparable to ISAT + RCCE. The ISAT build time (estimated by
the y-intercepts of dashed-lines) is about the same (�0.6 h) for
all the methods. We also notice that ISAT+RCCE with fewer repre-
sented species yields lower query time and overall runtime be-
cause the total number of tabulated variables is reduced, and so
the ISAT table size is reduced, leading to faster retrieve times.



Table 5
ISAT statistics for the methane/air premixed combustion in PaSR.

Method nrs Queries (�109) Retrieves (percentage) Grows (�104) Adds (�104) Direct evals CPU time (h)

ISAT 31 1.021 99.99 9.554 4.350 0 3.26
ISAT + REDUCED 16 1.021 99.99 10.034 4.251 0 2.03
ISAT + RCCE 11 1.021 99.99 8.265 1.892 0 1.86
ISAT + RCCE 15 1.021 99.99 8.091 1.836 0 2.03

Fig. 12. Error incurred using (i) ISAT alone (with detailed mechanism); (ii)
ISAT + SKELETAL (using ISAT with skeletal mechanism); (iii) ISAT + REDUCED (using
ISAT with reduced mechanism); and (iv) ISAT + RCCE (using nrs represented species)
with chemistry represented by the detailed mechanism. The error is computed by
considering 105 compositions and their reaction mappings (computed using ODE
integration) obtained from a PaSR run involving ethylene/air premixed combustion
with chemistry represented using the 111-species USC-Mech II detailed
mechanism.
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The complete ISAT statistics for the various methods shown in
Fig. 10 are listed in Table 5. We see that in all the methods
99.99% of the queries result in retrieves, which shows the efficient
use of ISAT tabulation. We also note that the number of queries
resulting in adds in ISAT + RCCE is less than half of that in ISAT
and ISAT + REDUCED methods, which as a consequence results in
relatively smaller table size and lower query time for ISAT + RCCE
method.

8.2. Ethylene premixed combustion

In this section we present results for the ethylene/air premixed
combustion. The PaSR computations involving premixed combus-
tion of stoichiometric ethylene/air mixture are performed as de-
scribed in Section 3. The chemistry is represented using USC-
Mech II detailed, skeletal and reduced mechanisms (details given
in Table 2).

8.2.1. Represented species
To select represented species for ethylene combustion, the gree-

dy algorithm is applied on the USC-Mech II detailed mechanism.
The reaction mapping error obtained using the greedy algorithm
for nrs 6 32 with NG = 5000 test points is shown in Fig. 11. We
see that the error decreases exponentially. In the same plot, we
also show the error obtained by applying the additional local
improvement step using GALI over the initial few values of
nrs 6 11, and we see no improvement in error except at nrs = 3.
Since the GALI algorithm gets expensive at higher dimensions,
and we may not get significant improvement in error, so we use
the species obtained using the greedy algorithm to perform dimen-
sion reduction using RCCE for ethylene combustion. The repre-
sented species obtained with the greedy algorithm for nrs 6 32
are listed in Table 4.
Fig. 11. Reaction mapping error for ethylene/air premixed combustion as a function
of number of represented species, nrs, obtained with (i) Greedy algorithm (using
NG = 5000 test points) and (ii) GALI (at some initial values of nrs using NL = 500 test
points for local improvement). The test points are selected from a PaSR run
involving ethylene/air premixed combustion with chemistry represented by the
111-species USC-Mech II detailed mechanism.
8.2.2. Reduction–tabulation error
The errors incurred for the ethylene/air premixed combustion

using different methods are shown in Fig. 12. We see that ISAT
alone with the detailed mechanism results in slightly less than
1% tabulation error; ISAT with the skeletal mechanism results in
slightly over 3% error; and ISAT with the reduced mechanism re-
sults is slightly over 7% error. However, the combined reduction–
tabulation methodology using ISAT + RCCE incurs error
Fig. 13. ISAT query time for a PaSR run (of maximum 48 h with over 109 queries)
involving ethylene/air premixed combustion using (i) ISAT (with detailed mecha-
nism); (ii) ISAT + SKELETAL (using ISAT with skeletal mechanism); (iii) ISAT + RE-
DUCED (using ISAT with reduced mechanism); and (iv) ISAT + RCCE with nrs

represented species and chemistry represented by the detailed mechanism. The y-
intercept of linear extrapolation (dashed-line) gives an estimate of the ISAT build
time for each case. The CPU time is computed by performing (serial) runs on the
TACC Ranger cluster.



Table 6
ISAT statistics for the ethylene/air premixed combustion in PaSR.

Method nrs Queries (�109) Retrieves (percentage) Grows (�105) Adds (�104) Direct evals (�106) CPU time (h)

ISAT 111 0.304 99.49 1.447 0.498 1.392 47.12
ISAT + SKELETAL 38 1.052 99.94 5.070 3.692 0.125 10.25
ISAT + REDUCED 24 1.052 99.95 4.565 7.658 0 6.64
ISAT + RCCE 21 1.052 99.97 2.927 3.010 0 27.65
ISAT + RCCE 25 1.052 99.97 3.005 2.806 0 26.53
ISAT + RCCE 32 1.052 99.97 2.675 2.559 0 25.07
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� less than ISAT + REDUCED with just 18 or more represented
species; and
� less than ISAT + SKELETAL with just 25 or more represented

species; and
� less than 2% error with 31 or more represented species,

which shows that the combined reduction–tabulation approach
shows good error control even with relatively large mechanisms
involving more than 100 species.
8.2.3. ISAT performance
The query time computed for PaSR involving ethylene/air pre-

mixed combustion is shown in Fig. 13. Here the ISAT + RCCE is
tested with 21, 25 and 32 represented species (which correspond
to about 5%, 3% and 1% reduction–tabulation errors respectively,
see Fig. 12). We see that ISAT–RCCE provides more than 15-fold
speedup, with a query time of around 24 ls compared to 400 ls
using ISAT alone with the detailed mechanism. The query times
for ISAT + RCCE are comparable to ISAT + SKELETAL/REDUCED
query times. In this case, the build times for ISAT + RCCE (around
20 h) are significantly higher than for ISAT + SKELETAL/REDUCED
(about 3 h), owing to the expensive adds performed in ISAT + RCCE
in the initial stages which involve species reconstruction and eval-
uation of reaction mapping based on the detailed mechanism (as
described in Section 5.1). However, when applied to LES/PDF com-
putations which require Oð105Þ CPU hours, the build time for
ISAT + RCCE is still insignificant; and typically for such large runs,
the ISAT table can be built once, saved and reused for later
computations.

In this case with ISAT–RCCE (unlike for the methane/air pre-
mixed combustion in Fig. 10) we notice that:

1. the query time does not consistently decrease as the number of
represented species is reduced; and

2. the overall runtime increases as the number of represented spe-
cies is reduced.

This is presumably because the ISAT tables in the ISAT-RCCE
cases have not have been fully built yet due to the large build time
of around 20 h. The estimates for the query time for such a short
run may not be very accurate. As the number of represented spe-
cies is reduced, we should expect to see a reduction in the query
time (and thus the overall runtime) for longer runs involving
1011–1012 queries.

The full ISAT statistics for the various runs shown in Fig. 13 are
listed in Table 6. We again see that in all the methods more than
99.4% of the queries result in retrieves showing the high efficiency
of ISAT tabulation. In this case, owing to the large number of spe-
cies present in the detailed (111-species) and skeletal (38-species)
mechanisms, the ISAT table size (1 GB) gets filled up quickly in the
ISAT and ISAT + SKELETAL methods, resulting in direct evaluation
(DE) of the unresolved queries using the expensive ODE integra-
tion. For ISAT alone and ISAT + SKELETAL methods, more than 1.4
and 0.1 million queries result in DEs, respectively. Here again, we
note that ISAT + RCCE results in relatively fewer adds compared
to the combined adds + DEs in ISAT alone and ISAT + SKELETAL/RE-
DUCED methods.
9. Conclusions

Based on the results presented here, we can draw the following
conclusions:

� The reduction–tabulation error results show that the combined
ISAT–RCCE–GALI algorithm can achieve errors comparable to
ISAT alone (in this case for �tol = 10�5) using a relatively small
number of represented species: 14 out of 31 species for the
methane/air premixed case (see Fig. 9) and 32 out of 111 spe-
cies for the ethylene/air premixed combustion (see Fig. 12).
� The ISAT–RCCE–GALI algorithm is also seen to achieve reduc-

tion–tabulation errors lower than ISAT with skeletal or reduced
mechanisms with relatively fewer number of represented spe-
cies. In methane/air premixed combustion, ISAT + REDUCED
(16-species ARM1) error is achieved with ISAT–RCCE with just
8 or more represented species (see Fig. 9); and in ethylene/air
premixed combustion, ISAT–REDUCED (24-species) and ISAT–
SKELETAL (38-species) errors are achieved with ISAT–RCCE with
just 18 and 25 represented species, respectively (see Fig. 12).
� The ISAT–RCCE–GALI algorithm is also computationally efficient

resulting in a query time of around 4 ls (twofold speedup) for
the methane/air premixed combustion using 11–15 represented
species compared to 9 ls using ISAT with 31-species detailed
mechanism (see Fig. 10); and a query time of around 24 ls
(15-fold speedup) for ethylene/air premixed combustion using
21–32 represented species compared to 400 ls using ISAT with
111-species detailed mechanism (see Fig. 13).
� The combined approach shows both good error control and per-

formance. With fewer species to track in the CFD code, this
combined ISAT–RCCE–GALI approach provides a computation-
ally accurate and efficient way of representing combustion
chemistry.

Here, we would also like to mention that the combined reduc-
tion–tabulation procedure described in this work can also be used
with the ICE-PIC dimension reduction method [13,23]. The GALI
algorithm can be used to select represented species for ICE-PIC
and the combined ISAT–ICE-PIC–GALI approach can be applied
for representing combustion chemistry.
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Appendix A. Approximation of temperature and density

In this section we describe how the temperature and density are
approximated using the reduced representation in the reduction–
tabulation algorithm.

A.1. Approximation of temperature

In the full composition space, given the composition z = {zr,zu}
and temperature T, the enthalpy h is given as

hðz; TÞ ¼ hTðTÞz ¼ hrT

ðTÞzr þ huT

ðTÞzu ¼ hr þ hu
; ð17Þ

where h denotes molar enthalpies of species, and the superscripts r
and u denote the represented and unrepresented components.

Given the full composition z and the total enthalpy h, the tem-
perature T is computed using Newton’s method which satisfies the
following equation:

h ¼ hðz; TÞ: ð18Þ

However, with dimension reduction, only the composition of repre-
sented species are stored in the reduced representation, r = {zr,zu,e}.
So, given the reduced representation r and temperature T, the rep-
resented part of enthalpy, hr, can be computed exactly, but hu needs
to be approximated. Let the approximated total enthalpy, ha, be gi-
ven as

haðr; TÞ ¼ hrT

ðTÞzr þ ðhuT

ðTÞPÞðEuT
zuÞ ¼ hr þ huT

ðTÞPzu;e; ð19Þ

where Eu is the constant nus � ne element matrix for unrepresented
species such that zu;e ¼ EuT

zu, and P is a specified constant nus � ne

matrix. The question now to be addressed is: how best to specify
P? In the above approximation for enthalpy, we are implicitly
approximating zu and hu as

zu;a � Pzu;e; ð20Þ

hu;a � huT

ðTÞzu;a; ð21Þ

which gives

ha ¼ hr þ hu;a
: ð22Þ

In the above approximation, it is important to note that

� zu,a may not be realizable.
� zu,a is used only to estimate h, q and T, and not to approximate

zu directly.

Note that one possible way of computing zu,a is by performing a
constrained-equilibrium calculation, but this is relatively expensive
and takes Oð103Þ ls compared to a typical query time of Oð10Þ ls,
and hence is avoided.

We define the approximation error in zu,a as

dzu;a ¼ zu;a � zu; ð23Þ

and the approximation error in enthalpy as

dh ¼ ha � h ¼ hu;a � hu ¼ huT

ðTÞðPEuT � IÞzu: ð24Þ

For a given reduced representation, r = {zr,zu,e}, and enthalpy, h, the
approximate temperature, Ta is defined as

h ¼ haðr; TaÞ; ð25Þ

which is computed using Newton’s method.
In the next two subsections we describe two different methods

for computing the matrix P for approximating the enthalpy, ha

using Eq. (19).
A.1.1. Method 1
If zu is not know, then the best approximation for P that mini-

mizes the error (Eq. (24)) in the approximated enthalpy, ha, is ob-
tained by setting P equal to the pseudo-inverse of EuT

. Let P = P1 =
pseudo-inverseðEuT Þ, computed using the SVD of EuT

.

A.1.2. Method 2
Assuming zu is known at N test points, an improved approx-

imation for enthalpy can be computed using this known infor-
mation. Let the values of zu computed at these N test points
be stored in an nus � N matrix, Zu. The error in the approximated
enthalpy, ha computed at the ith test point is given (in an obvi-
ous notation) as

dhi ¼ huT

i ðTÞðPEuT � IÞzu
i : ð26Þ

The vector huT

i ðTÞ is different for each test point and depends on the
temperature at that point. Minimizing the overall error in the
approximated enthalpy at all the test points using the above equa-
tion is not easy, and so we instead minimize the error in approxi-
mating zu given as

dzu;a
i ¼ zu;a

i � zu
i ¼ ðPEuT � IÞzu

i : ð27Þ

Based on this error, the error in the approximated zu at all the N test
points is denoted by the nus � N matrix dZu,a and is given as

dZu;a ¼ PEuT
Zu � Zu: ð28Þ

We compute P which minimizes the error, kdZu,ak2 as follows. Let
the SVD of Zu be given as

Zu ¼ URVT ; ð29Þ

and let the first ne vectors of U be denoted by the nus � ne matrix X.
Then the matrix P � P2, which minimizes the error kdZu,ak2 (Eq.
(28)) is given as

P2 ¼ XðEuT
XÞ�1

: ð30Þ

So, we have two methods for computing the matrix P to approxi-
mate the enthalpy and thus temperature:

1. P = P1 – easily computable, but not very accurate
2. P = P2 – accurate but requires some stored values of zu

In our current implementation, we start the computations by
setting P = P1 and start storing zu values as they are computed.
After a certain number of zu values have been stored, based on
some error criterion, the matrix P is reset to P2.

A.2. Approximation of density

Given the full composition z = {zr,zu}, the density, q, is com-
puted using the ideal gas law as follows:

q ¼ p
RuT

Pns
i¼1zi

; ð31Þ

where p is the pressure.
However, with dimension reduction, given only the reduced

representation, r, the sum
Pns

i¼1zi is approximated as

Xns

i¼1

za
i �

Xnrs

i¼1

zr
i þ
Xnus

i¼1

zu;a
i ; ð32Þ

and the approximated density, qa is given as

qa ¼ p
RuTaPns

i¼1za
i

: ð33Þ



Fig. 15. The root-mean-square relative error in the approximated temperature, Ta,
(computed using the RCCE reduced representation for methane/air premixed
combustion at various values of nrs) relative to the exact temperature, T, and the
temperature computed using a (relatively expensive) constrained-equilibrium
reconstruction, TCE. The errors are computed by considering 105 test compositions
in the full composition space from a methane/air premixed combustion in PaSR.

Fig. 14. The root-mean-square relative error in the approximated density, qa,
(computed using the RCCE reduced representation for methane/air premixed
combustion at various values of nrs) relative to the exact density, q, and the density
computed using a (relatively expensive) constrained-equilibrium reconstruction,
qCE. The errors are computed by considering 105 test compositions in the full
composition space from a methane/air premixed combustion in PaSR.
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A.3. Approximation errors

The approximation errors in temperature and density are com-
puted by considering 105 test compositions from a methane/air
premixed combustion in the PaSR. The results are shown in Figs. 14
and 15. We see that less than 1% root-mean-square relative error is
measured in the approximated density and temperature relative to
the exact values and those computed using the constrained-equi-
librium reconstruction, which is more than two orders of
magnitude more expensive than a typical ISAT query time and
hence is avoided. The time spent in approximating the temperature
and density using the aforementioned method is negligible com-
pared to the ISAT query time. We also note that in general the
approximation error reduces as the number of represented species,
nrs, is increased.
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