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Abstract

Simulations of turbulent reacting flows with chemistry represented using detailed kinetic model involv-
ing a large number of species and reactions are computationally expensive. Here we present a combined
dimension reduction and tabulation strategy for implementing chemistry in large scale parallel Large-Eddy
Simulation (LES)/Probability Density Function (PDF) computations of turbulent reacting flows. In this
approach, the dimension reduction is performed using the Rate Controlled Constrained-Equilibrium
(RCCE) method, and tabulation of the reduced space is performed using the In Situ Adaptive Tabulation
(ISAT) algorithm. In addition, we use x2f mpi — a Fortran library for parallel vector-valued function
evaluation (used with ISAT in this context) — to efficiently redistribute the chemistry workload among
the participating cores in parallel LES/PDF computations to reduce the overall wall clock time of the sim-
ulation. We test three parallel strategies for redistributing the chemistry workload, namely (a) PLP, purely
local processing; (b) URAN, the uniform random distribution of chemistry computations among all cores
following an early stage of PLP; and (c) P-URAN, a Partitioned URAN strategy that redistributes the
workload within partitions or subsets of the cores. To demonstrate the efficiency of this combined
approach, we perform parallel LES/PDF computations (on 1024 cores) of the Sandia Flame D with chem-
istry represented using a 38-species C;—Cy skeletal mechanism. We show that relative to using ISAT alone
with the 38-species full representation, the combined ISAT/RCCE approach with 10 represented species (i)
predicts time-averaged mean and standard deviation statistics with a normalized root-mean-square differ-
ence of less than 3% (30 K) in temperature, less than 2% (0.02 kg/m?) in density, less than 2.5% in mass
fraction of major species, and less than 8% in mass fraction of minor species of interest; and (ii) reduces
the simulation wall clock time by over 40% with the P-URAN strategy.
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1. Introduction

Detailed chemical mechanisms of hydrocarbon
fuels may involve hundreds or thousands of spe-
cies and thousands of reactions [1,2]. Incorporat-
ing directly such detailed chemistry in the
combustion flow calculations is computationally
prohibitive, even using distributed parallel com-
puting. The current efforts aimed at reducing the
computational cost of representing chemistry can
be placed under three main categories: (1) mecha-
nism reduction, the generation of reaction mecha-
nisms involving fewer species and reactions [3-5];
(2) dimension reduction, the representation of
chemistry using a reduced number of variables
[6-9]; and (3) tabulation, the use of storage-retrie-
val methods to reduce significantly the cost of
expensive evaluations of the reaction mappings
involving ODE integrations [10-13]. Combined
methodologies have also been developed to use
reduced reaction mechanisms or dimension
reduction methods in conjunction with tabulation
[15-17].

Since most of the modern day reactive flow
simulations are performed in parallel on multiple
cores using distributed computing, in addition to
the aforementioned techniques, strategies are
needed to efficiently distribute the chemistry
workload among the participating cores to reduce
the overall wall clock time of the simulation [18-
21]. We recently demonstrated scalable parallel
strategies implemented using x2f mpi for the effi-
cient redistribution of chemistry workload in large
scale parallel Large-Eddy Simulation (LES)/Prob-
ability Density Function (PDF) computations
[22].

In this paper we further extend our LES/PDF
solver with the capability of representing chemis-
try using our combined dimension reduction and
tabulation approach [15]. In this approach, the
dimension reduction is performed using the Rate
Controlled Constrained-Equilibrium (RCCE)
[6,23,24] method followed by tabulation using
the In Situ Adaptive Tabulation (ISAT) [10,11]
algorithm. In [15], we tested our combined dimen-
sion reduction and tabulation approach using the
partially-stirred reactor for methane and ethylene
chemistry, and the main conclusions drawn from
this work are that the ISAT/RCCE approach

e yields the same level of accuracy as other
reduced (based on the Quasi-Steady State
Assumption, QSSA) or skeletal mechanisms
with relatively fewer represented species;

e yields significant speedup relative to using
ISAT alone with the detailed mechanism.

Here, for the first time, the ISAT/RCCE
approach is being demonstrated in the context
of full-scale LES/PDF simulations of turbulent

reacting flows using realistic chemistry. In this
study, the accuracy and efficiency of this com-
bined approach is demonstrated by performing
full-scale LES/PDF simulation of the Sandia
Flame D [25].

The outline of the remainder of the paper is as
follows: in Section 2 we describe our combined
LES/PDF solver; in Section 3 we describe the
combined dimension reduction and tabulation
strategy; in Section 4 we briefly describe the paral-
lel strategies implemented using x2f_mpi for redis-
tributing the chemistry workload in large scale
LES/PDF computations; in Section 5 we present
computational details for simulating the Sandia
Flame D; in Section 6 we present simulation
results; and finally in Section 7 we state our
conclusions.

2. Combined LES/PDF solver

In this study we use a combined LES/PDF sol-
ver developed at Cornell as described in more
detail in [22,26]. Below we mention some of the
key aspects of this solver.

2.1. LES solver

The LES solver is based on a Stanford LES
code [27,28]. The solver uses structured non-uni-
form grids; supports cylindrical coordinate sys-
tem; is second-order accurate in space and time;
and is parallelized (using MPI) by domain decom-
position in two dimensions.

2.2. PDF solver

The PDF solver, HPDF [26], has second-order
accuracy in space and time; supports Cartesian
and cylindrical coordinate systems; is parallelized
(using MPI) by domain decomposition in two
dimensions; and has a general interface to facili-
tate coupling with existing LES (or RANS)
solvers.

In the PDF approach, the thermochemical
composition of the fluid within the solution
domain is represented by a large number of
particles. The HPDF solver has three main
components

1. transport: to account for the change in position
of a particle due to advection in the physical
space (including a random-walk component
to represent the effects of subgrid-scale turbu-
lent advection and molecular diffusion);

2. mixing: to account for the change in composi-
tion of a particle due to mixing with neighbor-
ing particles (which models the effects of
molecular mixing); and

3. reaction: to account for the change in composi-
tion of a particle due to chemical reaction.



V. Hiremath et al. | Proceedings of the Combustion Institute 34 (2013) 205-215 207

These components are implemented in fractional
steps using splitting schemes [29]. In this study,
to simulate the Sandia Flame D, we use the
first-order TMR splitting scheme (which is found
to perform as well as the second-order splitting
scheme for jet flames [26]). The TMR splitting
scheme denotes taking fractional steps of trans-
port, T; mixing, M; and reaction, R in this order
on each time-step. The Kloeden and Platen (KP)
[30] stochastic differential equation (SDE) scheme
is used to integrate the tramsport equations; and
the mixing is represented using the modified Curl
[31] mixing model. The reaction fractional step is
implemented using the combined dimension
reduction and tabulation approach which we will
discuss in more detail in the later sections.

2.3. Domain decomposition

The LES computations are performed on a
structured non-uniform grid in the cylindrical
coordinate system. We denote the grid used for
LES computations by N, x N, x Ny (in the axial,
radial and azimuthal directions). In performing
parallel LES/PDF computations (using the
combined LES/HPDF solver) on N, cores, the
computational domain is decomposed into N,
sub-domains and each core performs the compu-
tations of one sub-domain. The domain decompo-
sition is done in the first two principal directions x
and r, and is denoted by D, x D, where
D.D, = N,. For instance, in this study we perform
LES/PDF simulations of the Sandia Flame D
using a non-uniform LES grid of size N, =192,
N, =192, Ng=96 on N.= 1024 cores using a
domain decomposition with D, = 64 and D, = 16.

3. Combined dimension reduction and tabulation

In this section we briefly describe the combined
dimension reduction and tabulation approach
used for representing chemistry using ISAT/
RCCE. More detailed description can be found
in [15].

3.1. Particle representation

We consider a reacting gas-phase mixture con-
sisting of ng; chemical species, composed of n, ele-
ments. We consider an isobaric system with a
fixed specified pressure p, and so the thermochem-
ical state of the mixture (at a given position and
time) is completely characterized by the mixture
enthalpy A, and the ngvector z of specific moles
of the species.

In the reaction fractional step, a particle’s
chemical composition z evolves (at constant
enthalpy /) in time according to the following
set of ny coupled ordinary differential equations
(ODEs)

0 _ S(a). m

where S is the ng-vector of chemical production
rates determined by the chemical mechanism used
to represent the chemistry.

Given a reaction fractional time step At, the
reaction mapping, 7Z(At), is defined to be the solu-
tion to Eq. (1) after time Af starting from the ini-
tial composition z(0). The reaction mapping
obtained by directly integrating the set of ODEs
given by Eq. (1) is referred to as a direct evaluation
(DE). We use DDASAC [32] for performing ODE
integration.

Owing to the large cost of direct evaluation of
reaction mappings involving large numbers of
species, we use a combined dimension reduction
(using RCCE) and tabulation (using ISAT) strat-
egy for representing chemistry. This combined
methodology can be applied to chemical systems
involving a large number of species (100-1000)
by first applying the dimension reduction to
reduce the dimensionality of the system to say
around 20 (depending on the level of accuracy
needed) and then using ISAT to tabulate the reac-
tion mappings in the reduced dimension.

3.2. Dimension reduction

In this section we briefly describe the proce-
dure followed for dimension reduction in our
implementation of the RCCE method; a more
detailed description can be found in [14,15].

In our implementation of RCCE, to perform
the dimension reduction we specify a set of n,., rep-
resented (constrained) species selected from the
full set of m, species. Consequently, we have
n,s = Ny — N,z unrepresented species.

The selection of good represented species is
crucial for the accuracy of the RCCE dimension
reduction method. We have devised an automated
Greedy Algorithm with Local Improvement
(GALI) [14,15] to select good represented species
based on a specified measure of dimension reduc-
tion error. The greedy algorithm selects repre-
sented species in stages one-by-one which
minimizes the specified measure of dimension
reduction error [14].

The reduced representation of the species com-
position is denoted by r = {z",z"°}, where z" is an
n,c-vector of specific moles of the represented spe-
cies; and z*¢ is an n,-vector of specific moles of the
elements in the unrepresented species (for atom
conservation). Thus, r is a vector of length
n.=n,; +n,, and the dimension of the system is
reduced from n; to n,. At any time ¢, the reduced
representation, x(t), is related to the full representa-
tion, 7(t), by

r(1) = Bz(1), 2)
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where B is a constant n; X n, matrix which can be
determined for a specified set of represented spe-
cies. (In general, the reduced representation in
RCCE can be a linear or non-linear function of
the full representation [33].)

In the HPDF solver, with dimension reduction,
the particles carry only the reduced representation
{r,h}. Given the reduced representation r, the
temperature 7" and density p are approximated
using the method described in the Appendix of
[15]. Later in the Results (Section 6.1) we show
that this approximation method yields values of
temperature and density that match closely with
those obtained with the full representation z.

Given the reduced representation at the begin-
ning of the reaction fractional step r(0), and the
reaction fractional time step Az, the reduced reac-
tion mapping r(At) (at constant enthalpy) is com-
puted using the following steps:

1. species reconstruction: given r(0), we compute
the constrained-equilibrium composition at
constant enthalpy, z¢4(r(0)), using CEQ [34];

2. reaction mapping: starting from z<E(r(0)), we
solve the full system of n; ODEs Eq. (1) to
obtain the reaction mapping, z(At);

3. reduction: we obtain the reduced reaction
mapping as, r(Af) = BTz(Ar).

The above steps of course make the computa-
tion of the reaction mapping even more expensive
than directly solving the full set of ODEs Eq. (1),
due to the additional species reconstruction
and reduction steps. However, when ISAT is used
in conjunction with dimension reduction, the
computational cost is reduced significantly as
explained in the next section.

A more efficient way of obtaining the reduced
reaction mapping, r(Af), is to directly solve a
reduced system of n, ODEs for the constraints,
r, or for the constraint-potentials (as is done in
the classical RCCE approach [35,36]). We are cur-
rently working on implementing this method
which should give a further improvement in per-
formance. Nevertheless, even with our current
implementation of RCCE, we achieve significant
reduction in computational cost relative to the
detailed chemistry calculation as shown in this
work.

3.3. Tabulation

We use in situ adaptive tabulation (ISAT) [10]
for tabulating the reaction mappings. The ISAT
algorithm has been successfully applied in many
combustion chemistry calculations involving up
to ng < 50 species [11,15]. However, with chemis-
try involving more than 50 species, the direct use
of ISAT may not be very efficient, due to the large
table size and search times [15].

Hence, for chemistry involving more than say
n, = 30 species, we use the RCCE dimension
reduction method to represent the chemistry using
a reduced representation involving fewer n, vari-
ables. Note, for very large mechanisms involving
thousands of species, the direct use of RCCE/
GALI may still result in 7, > 30 to achieve an
acceptable level of accuracy. In such cases it will
be more efficient to use ISAT/RCCE with a skel-
etal mechanism (based on the detailed mecha-
nism) involving hundreds of species.

We use ISAT to tabulate the reduced reaction
mapping in the reduced dimension n,, which
reduces significantly the overall computational
cost because

1. the exact reduced reaction mapping is com-
puted (using the steps listed in the previous
section) only for a small fraction of particles
(typically less than 1%); and for the majority
of the particles a linear approximation to the
reduced reaction mapping is obtained using
the tabulated data;

2. since the tabulation is performed in a reduced
dimension, #n,, the ISAT table size is reduced,
which in turn reduces the table search and
retrieve times; and

3. since the particle compositions are also stored
in a reduced dimension, fetching particles
from the memory is faster.

Consequently, the combined dimension reduc-
tion and tabulation approach using ISAT/RCCE
is found to give an additional speedup by a factor
of (0(10) relative to using ISAT alone with the full
representation for tests performed using the 111-
species C;—C4 USC Mech II detailed mechanism
[15]. A more detailed description of our combined
dimension reduction and tabulation approach is
provided in [15].

4. Parallel strategies for implementing chemistry

In performing parallel LES/PDF computa-
tions on multiple cores using our LES/HPDF
solver with chemistry represented using the
combined dimension reduction and tabulation
approach, each core has its own ISAT table for
tabulating the chemistry. On the reaction frac-
tional step, the reaction mappings for all the par-
ticles in the computational domain need to be
evaluated. However, the chemical reactivity is in
general not uniform across the entire domain.
For example, in simulation of jet flames, the
sub-domains in the flame front are chemically
more reactive than sub-domains in the outer
coflow/air. Thus, a direct call to ISAT on each
core at the reaction fractional step can create load
imbalance among the cores, leading to increase in
the overall simulation wall clock time. Hence, at
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the reaction fractional step, we use parallel strate-
gies implemented using x2f mpi to redistribute the
particles among the participating cores for reac-
tion mapping evaluation, thereby achieving a bet-
ter load balance and reducing the overall
simulation wall clock time.

In [22], we presented three parallel strategies,
denoted by PLP, URAN and P-URAN, for redis-
tributing the chemistry workload. We give a brief
description of these strategies below.

1. Purely Local Processing (PLP):

In this strategy, the reaction mapping of all
the particles on a core is evaluated using the
local ISAT table without any message passing
or load redistribution. This in some sense is
the same as invoking ISAT directly from
HPDF on each core without using the
x2f mpi interface. This strategy thus leads to
significant load imbalance.

2. Uniform Random (URAN):

This strategy is the extreme opposite of the
PLP strategy and aims at achieving statisti-
cally ideal load balancing by evenly distribut-
ing the chemistry workload among all the
participating cores. The strategy involves
one initial step of PLP to initialize the local
ISAT tables. In the subsequent steps, on each
core, first an attempt is made to retrieve the
reaction mapping of particles from the local
ISAT table (also referred to as a “quick try”).
Following this, there is a uniform random
distribution of all the unresolved particles
(for which “quick try” failed) to all the cores.
This strategy thus ensures that the workload
is evenly balanced over all the cores, however,
it also results in a large amount of all-to-all
message passing.

3. Partitioned Uniform Random (P-URAN):
This strategy aims at achieving a balance
between communication cost and load imbal-
ance by using the PLP and URAN strategies
over smaller partitions of cores. The P-URAN
strategy works in two stages: in stage 1, for a
specified duration of time t (hours) the PLP
strategy is used to resolve particles; then in
stage 2, for the remainder of the time, the par-
ticipating cores are partitioned into smaller
groups of k cores, and within each partition
the URAN strategy is used to uniformly dis-
tribute the chemistry workload among the
cores in that partition. We use the notation
P-URANI[7,k] to describe the P-URAN
strategy.

In [22], based on LES/PDF simulations of
Sandia Flame D using ISAT alone we showed that
among the aforementioned three strategies, the
P-URAN strategy yields the lowest wall clock time.
We also showed that the P-URAN strategy shows

good scaling up to 9000 cores. In this work we
use these strategies in conjunction with combined
dimension reduction and tabulation to compare
their relative performance. Here we focus more
on the gains achieved using the combined dimen-
sion reduction and tabulation approach and
show that the simulation wall clock time can be
further reduced using our combined ISAT/RCCE
approach without losing too much accuracy.

5. LES/PDF simulation of Sandia Flame D

To test the chemistry implementation we per-
form LES/PDF simulations of the Sandia Flame D.

5.1. Sandia Flame D

The Sandia Flame D is a piloted CH,/Air jet
flame operating at a jet Reynolds number,
Re =22,400. All the details about this flame and
the burner geometry can be found at [25]. Here
we mention only some of the important aspects
of this flame.

The jet fluid consists of 25% CH,4 and 75% air
by volume. The jet flows in at 49.6 m/s velocity at
294 K temperature and 0.993 atm pressure. The
jet diameter is D =7.2 mm. The pilot is a lean
(equivalence ratio, ® =0.77) mixture of C,H>,
H,, air, CO,, and N, with the same nominal
enthalpy and equilibrium composition as that of
CH,/Air at this equivalence ratio. The pilot veloc-
ity is 11.4 m/s. The coflow is air flowing in at
0.9 m/s at 291 K and 0.993 atm.

5.2. Computational details

We perform LES/PDF simulation of the Sandia
Flame D using the coupled LES/HPDF solver. The
simulation is performed in a cylindrical coordinate
system. A computational domain of 80D x 30D x
27 is used in the axial, radial and azimuthal direc-
tions, respectively. A non-uniform structured grid
of size 192 x 192 x 96 (in the axial, radial and azi-
muthal directions, respectively) is used for the LES
solver. In the HPDF solver, the number of particles
per LES cell (N,,.) used is 1\{{,(, = 40. With a total of
192 x 192 x 96 ~ 3.5 x 10° LES cells, an overall
140 x 10° particles are used in the computational
domain. The simulations are performed on 1024
cores using a domain decomposition of 64 x 16 in
the axial and radial directions, respectively. All
the simulations are performed on the Texas
Advanced Computing Center (TACC) Ranger
cluster.

The chemistry is represented using the com-
bined dimension reduction (using RCCE) and tab-
ulation (using ISAT) approach with a C—-C,
skeletal mechanism [37] involving ny = 38 species
composed of n, =5 elements. This mechanism is
developed especially for ethylene combustion, but



210 V. Hiremath et al. | Proceedings of the Combustion Institute 34 (2013) 205-215

is also applicable to methane flames. In the future,
we want to apply the methodology developed here
to study ethylene combustion.

The RCCE dimension reduction is performed
by specifying n,, = 10 represented species (which
is found to be a good number of represented spe-
cies to achieve less than 2% dimension reduction
error based on our previous tests with chemical
mechanisms involving around 30 species [14,15]),
and so the reduced representation has a dimension
n, = n,s +n, = 15. This dimension reduction from
ny, = 38 to n, = 15 results in a 60% reduction in the
storage needed for particle composition and an
84% reduction in the storage per ISAT table entry.
In this preliminary study, we specify the repre-
sented species manually (to include the major spe-
cies of interest for which statistics had already
been collected in some of our previous LES/
PDF simulations and for which experimental data
is available). However, in future studies with big-
ger mechanisms we will use GALI [15] to select
the represented species. In this work, we use the
following 10 species as the represented species:
CH,, 05, CO,, H,0, CO, Hy, OH, H, O and HO,.

A fixed ISAT error tolerance, €,;= 1074, is
used in this study. At this error tolerance, the
ISAT tabulation error relative to direct evaluation
(as defined in [15]) is found to be less than 3%. In
addition, we specify a maximum ISAT table size
of 1000 MB per core. In simulations with the 38-
species full representation, some ISAT tables
become completely filled. However in simulations
with the combined ISAT/RCCE approach with 10
represented species, none of the ISAT tables have
a size of more than 200 MB.

6. Results

In this section we compare the computational
time and statistics of thermochemical quantities
obtained using the combined dimension reduction
and tabulation approach with 10 represented
species relative to using tabulation alone with
the 38-species C;—C, skeletal mechanism.

In order to make the comparisons, we perform
separate LES/PDF simulations of the Sandia
Flame D on 1024 cores with chemistry repre-
sented using the following two methods

1. ISAT: tabulation alone (no dimension reduc-
tion) with the 38-species full representation;
and

2. ISAT/RCCE: combined dimension reduction
and tabulation with a reduced representation
involving 10 represented species (specified in
the previous section) and 5 elements.

In each case, we perform LES/PDF simulation to
reach a statistically stationary state. We then
collect statistics for thermochemical quantities

like temperature, density, and species mass frac-
tions time-averaged over 10,000 time steps. In
addition, in each case we perform simulations
for 2000 time steps using the three parallel strate-
gies PLP, URAN and P-URAN to compare their
relative performance. These simulations start
from the statistically stationary state with empty
ISAT tables.

6.1. Comparison of statistics

In this section we compare the radial profiles of
mean and standard deviation statistics of thermo-
chemical quantities obtained from the PDF parti-
cle data from the LES/PDF simulation using
ISAT alone and using the combined ISAT/RCCE
approach.

The radial statistics are azimuthally-averaged
at each time step, and are also time-averaged over
10,000 time steps after reaching the statistically
stationary state. For a quantity £, we denote the
density-weighted mean statistics by (£), and the
standard deviation by (&”) which is defined as

(&) =& - (@

In Figs. 1 and 2, we show respectively the
radial profiles of mean and standard deviation
of temperature 7, density p, and mass fraction
of species CH,4, O,, CO,, H,O, CO, H,, OH at
axial locations x/D = 15, 30, 45, 60 obtained from
(i) an LES/PDF simulation using ISAT alone with
the 38-species full representation; (ii) an LES/
PDF simulation using ISAT/RCCE with 10 repre-
sented species; and (iii) experimentally measured
statistics [25] (for reference).

We notice that the statistics obtained with
ISAT/RCCE using 10 represented species match
very closely with the statistics obtained using
ISAT alone with the 38-species full representa-
tion. To quantify the difference between the statis-
tics obtained using ISAT/RCCE and ISAT alone,
for each quantity ¢ (mean or standard deviation),
we compute the normalized root-mean-square dif-
ference (RMSD) denoted by ¢(&) as follows

[é’ — é’f] rms
ire f

€(&) = ; 3)

where & and & denote respectively the quantities
obtained using the reduced representation with
ISAT/RCCE and the full representation with
ISAT alone; and the operator [],,,; denotes the
RMSD computed over all the radial locations at
all the considered axial locations x/D =15, 30,
45, 60. Here ¢,.ris a reference value used for nor-
malization, which is taken to be 1000 K for tem-
perature and 1 kg/m® for density. For the species
mass fractions, we take ¢, to be the maximum
value of the mean statistics obtained for that spe-

cies, max((é}’).



V. Hiremath et al. | Proceedings of the Combustion Institute 34 (2013) 205-215 211

2500

O Exp. Data
== = PDF/ISAT
= PDF/ISAT/RCCE

x/D = 60

2000

T
==
aqowu
e eNe]
[eNeNe]

(o) (kgim’)

<YCH4>

<Y02>

{Yeo,)

<YH2O>
OOOOOHFEF 00000 = OO K = NN O000OHF- O0O000H

{Yeo)

(YH2>

{Yon)

OUMONO MO CUOUOUIOUO OHNWA LR ONARNONE ONROXON O 1O U1 O U1 ONROXONRD O RO XON ©

QOFFENN® OOHRNNWLR

r/D

r/D

Fig. 1. Radial profiles of time-averaged mean temperature 7, density p, and mass fraction of species CHy, O,, CO>,
H,0, CO, H,, OH at axial locations x/D = 15, 30, 45 and 60 obtained from (i) experimental data; (ii) an LES/PDF
simulation using ISAT alone with the 38-species full representation; and (iii) an LES/PDF simulation using ISAT/RCCE

with 10 represented species.

The reference value and the normalized
RMSD computed using Eq. (3) for all the quanti-
ties of interest is summarized in Table 1. We
notice that the normalized RMSD in the mean
and standard deviation statistics is less than 3%
(i.e. 30K) for temperature; less than 2% (i.e.
0.02 kg/m®) for density; less than 2.5% for species
mass fractions of major species CHy, O,, CO,,

H,0; and less than 8% for species mass fractions
of minor species CO, H,, OH. In summary, these
results show that the combined ISAT/RCCE
approach shows good error control and the pre-
dicted statistics are well within acceptable level
of accuracy (relative to using ISAT alone with
the full representation) for most engineering
applications. These results also show that the
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Fig. 2. Radial profiles of time-averaged standard deviation of temperature 7, density p, and mass fraction of species
CH,, 05, CO,, H>0, CO, H,, OH at axial locations x/D = 15, 30, 45 and 60 obtained from (i) experimental data; (ii) an
LES/PDF simulation using ISAT alone with the 38-species full representation; and (iii) an LES/PDF simulation using

ISAT/RCCE with 10 represented species.

density and temperature approximation method
used with the reduced representation in ISAT/
RCCE [15] yields values that match closely with
those obtained with the full representation. A
more careful selection of represented species using
GALI [15] should help further reduce the differ-
ences between the reduced and full descriptions.

The experimentally measured statistics are
qualitatively well captured by the LES/PDF simu-
lation, yet quantitatively we notice that some of
the statistics differ by around 20%. The discrepan-
cies between the LES/PDF simulation statistics
and experimentally measured statistics can be
attributed to (i) numerical and statistical errors
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Table 1

Normalized root-mean-square difference (RMSD) (see
Eq. (3)) in mean and standard deviation statistics
obtained using the reduced representation with ISAT/
RCCE relative to full representation with ISAT alone.
The quantities listed are temperature 7, density p, and
mass fraction of species CHy, O,, CO,, H,0, CO, H,,
OH.

Quantity Reference RMSD RMSD
value in (&) in (&")
¢ Crer e({£), % (&), %
T (K) 1000.0 2.92 1.95
p (kg/m?) 1.0 1.72 1.07
Yen, 1.5%x 107! 1.47 1.17
Yo, 2.4 % 107! 2.10 0.93
Yco, 12x 107" 1.50 0.81
Y0 13x 107! 2.24 0.92
Yeo 5.7 x 1072 6.36 4.10
Yu, 3.7%x 1073 7.87 5.29
You 27 %1073 2.18 1.92

in the simulation; (ii) experimental measurement
errors; and (iii) errors in the chemical kinetic mod-
els. However, study of these errors is not the pri-
mary focus of this work. Similar level of
agreement between the simulated and experimen-
tally measured statistics is found in some of the
previous studies of Sandia Flame D [38-41].

6.2. Computational performance

In this section we compare the wall clock time
required to perform LES/PDF simulation of San-
dia Flame D for 2000 time steps using the com-
bined ISAT/RCCE approach relative to using
ISAT alone. In addition we compare the relative
performance of the PLP, URAN and P-URAN
parallel strategies. In each case, the LES/PDF
simulation is started from a fixed statistically sta-
tionary state with empty ISAT tables. We measure
a moderate ISAT build time (see [15]) of about
1 hour in these simulations, i.e., after 1 hour of
simulation, most of the particles are resolved by
ISAT retrieves.

In Fig. 3, the bottom three bars show the wall
clock time taken to perform 2000 simulation time
steps using the combined ISAT/RCCE approach
with 10 represented species with the PLP, URAN
and P-URANTJ0.2 h, 32] parallel strategies. In each
case, we also show the breakdown of time spent in
LES, HPDF (outside reaction), Reaction (includ-
ing x2f mpi communication), and Waiting (aver-
age idle time) as defined in [22]. We see that the
P-URAN strategy yields the lowest wall clock
time among the three strategies. The Waiting time
(average idle time), which is indicative of the load
imbalance is maximum for PLP, minimum for
URAN and moderate for P-URAN (as also seen
in our previous studies [22]).

The LES/PDF simulation of Sandia Flame D
using ISAT alone with the 38-species full

walltime per particle per time-step (1 s)
20 40 60 80 100 120 140

P-URAN[0.20,32]
(1SAT)

PLP
(ISAT/RCCE)

URAN
(ISATIRCCE)

P-URAN[0.20,32]
SATRGEE) [ LES 1
M HPDF (outside reaction)|
[N Reaction
=3 Waiting

8 10 12

0 2 i

6
walltime (hours)

Fig. 3. For LES/PDF simulation of Sandia Flame D,
wall clock time for 2000 time steps along with break-
down of time spent in LES, HPDF (outside reaction),
Reaction (including x2f mpi communication) and Wait-
ing (average idle time) using different parallel strategies.
Top: using ISAT alone with the 38-species full repre-
sentation with the P-URANTJ0.2 h, 32] parallel strategy.
Bottom three: using combined ISAT/RCCE with 10
represented species using (i) PLP; (ii) URAN; and (iii) P-
URAN]J0.2 h, 32] parallel strategies.

representation is performed using the PLP,
URAN and P-URAN strategies [22]. Among
these the P-URAN strategy again yields the low-
est wall clock time. In Fig. 3, for comparison,
the top bar shows the wall clock time for 2000
time steps using the 38-species full representation
with the P-URAN][0.2 h, 32] strategy.

We notice that relative to the simulation using
ISAT alone with the 38-species full representa-
tion, the combined ISAT/RCCE approach with
10 represented species using the P-URAN strategy

1. yields more than 40% reduction in HPDF time
(outside Reaction). This is because with dimen-
sion reduction, the particles in PDF simulation
carry only the reduced representation (in this
case involving 15 variables). As a result, a) par-
ticles require 60% less storage, which in turn
reduces the particle communication cost; and
b) less time is required for collecting species
(LES cell mean) statistics.

2. reduces the Reaction time by over 40% due to
smaller ISAT table sizes and faster retrieve
times (statistics given in Table 2 and explained
below); and

3. consequently, reduces the overall wall clock
time of the simulation by more than 40%.

In Table 2, we list the ISAT statistics collected
from the simulations with the P-URAN strategy
using a) ISAT alone with the 38-species full repre-
sentation; and b) ISAT/RCCE with 10 repre-
sented species. We see that in both the cases,
over 99.9% of the queries result in retrieves which
shows the high efficiency of ISAT tabulation.
Compared to ISAT/RCCE with 10 represented
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Table 2

Cumulative ISAT statistics for the LES/PDF simulation of Sandia Flame D using (i) ISAT alone and (ii) ISAT/RCCE

with the P-URAN parallel strategy.

Method Variables Queries Retrieves (%) Adds (%) Direct evals” (%) Retrieve time (ps)
ISAT 38 3x 10" 99.974 5572 x 1073 1.665 x 1073 8
ISAT/RCCE 15 3x 10" 99.984 2742% 107 0.0 3

* Performed only if the ISAT table is completely filled.

species, the simulation with 38-species full-
representation results in almost twice the number
of adds, and also results in some direct evalua-
tions because some of the tables get completely
filled. The average retrieve time with ISAT/RCCE
is only 3 ps compared to 8 ps with ISAT alone.

7. Conclusions

We have successfully extended our LES/PDF
solver with the capability of performing turbulent
combustion calculations with realistic combustion
chemistry, wherein the chemistry in the PDF sol-
ver is represented using the combined dimension
reduction (using RCCE) and tabulation (using
ISAT) approach. The chemistry workload is effi-
ciently redistributed using the P-URAN strategy
implemented using the x2f mpi library. We have
shown that for performing LES/PDF simulation
of Sandia Flame D, relative to using ISAT alone
with the 38-species full representation, the ISAT/
RCCE approach with 10 represented species (i)
yields acceptable level of accuracy in mean and
standard deviation statistics of major thermo-
chemical quantities of interest like temperature,
density and species mass fractions; and (ii) reduces
the overall simulation wall clock time by more
than 40% with the P-URAN strategy.
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