Velocity filtered density function for large eddy simulation of turbulent flows
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A methodology termed the “velocity filtered density function” (VFDF) is developed and implemented for large eddy simulation (LES) of turbulent flows. In this methodology, the effects of the unresolved subgrid scales (SGS) are taken into account by considering the joint probability density function of all of the components of the velocity vector. An exact transport equation is derived for the VFDF in which the effects of the SGS convection appear in closed form. The unclosed terms in this transport equation are modeled. A system of stochastic differential equations (SDEs) which yields statistically equivalent results to the modeled VFDF transport equation is constructed. These SDEs are solved numerically by a Lagrangian Monte Carlo procedure in which the Itô–Gikhman character of the SDEs is preserved. The consistency of the proposed SDEs and the convergence of the Monte Carlo solution are assessed by comparison with results obtained by an Eulerian LES procedure in which the corresponding transport equations for the first two SGS moments are solved. The VFDF results are compared with those obtained via several existing SGS closures. These results are also analyzed via a priori and a posteriori comparisons with results obtained by direct numerical simulation of an incompressible, three-dimensional, temporally developing mixing layer. © 2002 American Institute of Physics.

I. INTRODUCTION

The probability density function (PDF) approach has proven useful for large eddy simulation (LES) of turbulent reacting flows.1–15 The formal means of conducting such LES is by consideration of the “filtered density function” (FDF) which is essentially the filtered fine-grained PDF of the transport quantities. In all previous contributions, the FDF of the “scalar” quantities is considered: Gao and O’Brien,3 Colucci et al.,6 Réveillon and Vervisch,7 and Zhou and Pereira12 developed a transport equation for the FDF in constant density turbulent reacting flows. Jaberi et al.,8 extended the methodology for LES of variable density flows by consideration of the “filtered mass density function” (FMDF), which is essentially the mass weighted FDF. The fundamental property of the PDF methods is exhibited by the closed form nature of the chemical source term appearing in the transport equation governing the FDF (FMDF). This property is very important as evidenced in several applications of FDF for LES of a variety of turbulent reacting flows.5–10,12 However, since the FDF of only the scalar quantities are considered, all of the “hydrodynamic” effects are modeled. In all previous LES/FDF simulations, these effects have been modeled via “non-FDF” methods.

The objective of the present work is to extend the FDF methodology to also include the subgrid scale (SGS) velocity vector. This is facilitated by consideration of the joint “velocity filtered density function” (VFDF). With the definition of the VFDF, the mathematical framework for its implementation in LES is established. A transport equation is developed for the VFDF in which the effects of SGS convection are shown to appear in closed form. The unclosed terms in this equation are modeled in a fashion similar to that in the Reynolds-averaged simulation (RAS) procedures. A Lagrangian Monte Carlo procedure is developed and implemented for numerical simulation of the modeled VFDF transport equation. The consistency of this procedure is assessed by comparing the first two moments of the VFDF with those obtained by the Eulerian finite difference solutions of the same moments transport equations. The results of the VFDF simulations are compared with those predicted by the Smagorinsky16 closure, and the “dynamic” Smagorinsky model.17–19 The VFDF results are also assessed via comparisons with direct numerical simulation (DNS) data of a three-dimensional (3D) temporally developing mixing layer in a context similar to that of Vreman et al.20

This work deals with LES of the velocity field in a constant density, nonreacting flow. Consideration of the joint
velocity-scalar FDF (or FMDF) in variable density, chemically reacting flows will be the subject of future work. It is in this context that the approach has its principal advantage: Convective transport (of momentum and species) is in closed form.

II. FORMULATION

In the mathematical description of incompressible (unit density) turbulent flows, the primary transport variables are the velocity vector, \( u_i(x,t) \) \((i=1,2,3)\), and the pressure, \( p(x,t) \) field. The equations which govern transport of these variables in space \((x_i)\) and time \((t)\) are

\[
\frac{\partial u_i}{\partial x_i} = 0, \quad \frac{\partial u_j}{\partial t} + \frac{\partial u_i u_j}{\partial x_i} = -\frac{\partial p}{\partial x_j} + \frac{\partial \sigma_{ij}}{\partial x_i}.
\]

For a Newtonian fluid, the viscous stress tensor \(\sigma_{ij}\) is represented by

\[
\sigma_{ij} = \nu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right),
\]

where \(\nu\) is the kinematic viscosity and is assumed constant.

Large eddy simulation involves the spatial filtering operation

\[
\langle f(x,t) \rangle_L = \int_{-\infty}^{\infty} f(x',t) G(x'-x) dx',
\]

where \(G\) denotes the filter function, \(\langle f(x,t) \rangle_L\) represents the filtered value of the transport variable \(f(x,t)\), and \(f' = f - \langle f \rangle_L\) denotes the fluctuations of \(f\) from the filtered value. We consider spatially and temporally invariant and localized filter functions, thus \(G(x',x) = G(x'-x)\) with the properties,

\[
G(x) = G(-x), \quad \int_{-\infty}^{\infty} G(x) dx = 1.
\]

Moreover, we only consider “positive” filter functions \(^{24}\) for which all the moments \(\int_{-\infty}^{\infty} x^m G(x) dx\) exist for \(m > 0\). The application of the filtering operation to the instantaneous transport equations yields

\[
\frac{\partial \langle u_i \rangle_L}{\partial x_i} = 0, \quad \frac{\partial \langle u_j \rangle_L}{\partial t} + \frac{\partial \langle u_i \rangle_L}{\partial x_i} = -\frac{\partial \langle p \rangle_L}{\partial x_j} + \frac{\partial \langle \sigma_{ij} \rangle_L}{\partial x_i}
\]

\[
- \frac{\partial \tau_L(u_i, u_j)}{\partial x_j} - \Pi_{ij} + P_{ij} - e_{ij}.
\]

In this equation, \(T_{ijk} = \tau_L(u_i, u_j, u_k) - \nu (\partial / \partial x_j) [ \tau_L(u_i, u_j) ]\) is the SGS turbulent transport tensor where \(\tau_L(u_i, u_j, u_k) = \langle u_i u_j u_k \rangle - \langle u_i u_j \rangle \langle u_k \rangle - \langle u_k \rangle \langle u_i u_j \rangle - \langle u_i \rangle \langle u_j \rangle \langle u_k \rangle\) \(^{18}\) The other terms are the SGS pressure-velocity scrambling tensor, \(\Pi_{ij}\)

\[
\tau_L(u_i, \partial u_i / \partial x_j) + \tau_L(u_j, \partial u_j / \partial x_i),
\]

the SGS production rate tensor, \(P_{ij} = -\tau_L(u_i, u_j) \delta(u_j) / \partial x_j - \tau_L(u_i, u_j) \partial(u_j) / \partial x_i\), and the SGS dissipation rate tensor, \(e_{ij} = 2v \tau_L(\partial u_i / \partial x_k, \partial u_j / \partial x_k)\).

III. VELOCITY FILTERED DENSITY FUNCTION (VFDF)

A. Definitions

The "velocity filtered density function" (VFDF), denoted by \(P_L\), is formally defined as

\[
P_L(v,x,t) = \int_{-\infty}^{\infty} G(x'-x) [v, u(x',t)] d\mathbf{x}',
\]

\[
\langle f(x,t) \rangle_L = \int_{-\infty}^{\infty} G(x'-x) f(x',t) dx',
\]

where \(G\) denotes the delta function and \(v\) is the velocity state vector. The term \(G(v,u(x,t))\) is the "fine-grained" density. \(^{11,25,26}\) Eq. (6) defines the VFDF as the spatially filtered value of the fine-grained density. With the condition of a positive filter kernel, \(^{24}\) \(P_L\) has all the properties of the PDF. \(^{26}\) For further developments, it is useful to define the "conditional filtered value" of the variable \(Q(x,t)\) by

\[
\langle Q(x,t) | u(x,t) = v \rangle_L = \frac{\int_{-\infty}^{\infty} G(x'-x)[v, u(x',t)] [v, u(x,t)] dx'}{P_L(v,x,t)}.
\]

where \(Q(x,t) = c\) denotes the filtered value of \(Q\) conditioned on \(\beta\). Equation (7) implies

i) for \(Q(x,t) = c\), \(\langle Q(x,t) | v \rangle_L = c\).

ii) for \(Q(x,t) = \hat{Q}(u(x,t))\), \(\langle Q(x,t) | v \rangle_L = \hat{Q}(v)\).

iii) Integral property:

\[
\langle Q(x,t) \rangle_L = \int_{-\infty}^{\infty} [Q(x,t) | v] P_L(v,x,t) dv,
\]

where \(c\) is a constant, and \(Q(x,t) = \hat{Q}(u(x,t))\) denotes the case where the variable \(Q\) is completely described by the variable \(u(x,t)\). From these properties it follows that the filtered value of any function of the velocity variable is obtained by integration over the velocity space

\[
\langle Q(x,t) \rangle_L = \int_{-\infty}^{\infty} \hat{Q}(v) P_L(v,x,t) dv.
\]

B. VFDF transport equation

The exact transport equation for the VFDF is derived in this section. Two forms of this equation are considered similar to those previously developed in PDF methods. \(^{27-31}\) The starting point is to consider the time-derivative of Eq. (6)
\[
\frac{\partial P_L(v; x, t)}{\partial t} = - \int_{-\infty}^{\infty} \frac{\partial u_i(x', t)}{\partial t} \frac{\partial \varphi}{\partial \nu_i} \, \varphi \, G(x' - x) \, dx'.
\]

This combined with Eq. (7) yields
\[
\frac{\partial P_L(v; x, t)}{\partial t} = - \frac{\partial}{\partial \nu_i} \left[ \left( \frac{\partial u_i}{\partial x_k} \right) P_L(v; x, t) \right].
\]

Substituting Eq. (1) into Eq. (11) yields
\[
\frac{\partial P_L(v; x, t)}{\partial t} = - \frac{\partial}{\partial \nu_i} \left[ \left( \frac{\partial \varphi}{\partial x_k} \right) P_L(v; x, t) \right] + \frac{\partial \varphi}{\partial x_k} \left( \frac{\partial P_L(v; x, t)}{\partial x_k} \right).
\]

With the relation
\[
\frac{\partial}{\partial \nu_i} \left[ \left( \frac{\partial \varphi}{\partial x_k} \right) P_L(v; x, t) \right] = - v_k \frac{\partial P_L(v; x, t)}{\partial x_k},
\]

and decompositions
\[
u_k P_L = \langle u_k \rangle P_L + [v_k - \langle u_k \rangle] P_L,
\]

\[
\frac{\partial \varphi}{\partial x_i} \left( \frac{\partial \varphi}{\partial x_k} \right) P_L = \frac{\partial (p)_L}{\partial x_i} P_L + \left( \frac{\partial \varphi}{\partial x_k} \right) P_L,
\]

\[
\frac{\partial \varphi}{\partial x_k} \left( \frac{\partial \varphi}{\partial x_k} \right) P_L = \frac{\partial (\sigma_{ik})_L}{\partial x_k} P_L + \left( \frac{\partial \varphi}{\partial x_k} \right) P_L,
\]

the VFDF transport equation becomes
\[
\frac{DP_L}{Dt} = - \frac{\partial}{\partial x_k} \left( v_k - \langle u_k \rangle \right) P_L + \frac{\partial (p)_L}{\partial x_i} \frac{\partial P_L}{\partial \nu_i} - \frac{\partial (\sigma_{ik})_L}{\partial x_k} \frac{\partial P_L}{\partial \nu_i} - \frac{\partial (\sigma_{ik})_L}{\partial \nu_i} \frac{\partial P_L}{\partial x_k}.
\]

Alternatively, the conditional diffusion term in Eq. (15) can be represented as
\[
- \frac{\partial}{\partial \nu_i} \left[ \left( \frac{\partial \sigma_{ik}}{\partial x_k} \right) P_L(v; x, t) \right] = \nu \frac{\partial^2 P_L(v; x, t)}{\partial \nu_i \partial \nu_j} - \frac{\partial^2}{\partial \nu_i \partial \nu_j} \left[ \nu \frac{\partial u_i \partial u_j}{\partial x_k \partial x_k} \right] P_L(v; x, t),
\]

in which the second term on the right-hand side (rhs) involves the conditional expected dissipation. With this, the alternate form of the VFDF transport equation is
\[
\frac{DP_L}{Dt} = - \frac{\partial}{\partial x_k} \left( v_k - \langle u_k \rangle \right) P_L + \frac{\partial (p)_L}{\partial \nu_i} \frac{\partial P_L}{\partial \nu_i} + \nu \frac{\partial^2 P_L}{\partial \nu_i \partial \nu_j}
\]

\[
- \nu \frac{\partial^2}{\partial \nu_i \partial \nu_j} \left[ \nu \frac{\partial u_i \partial u_j}{\partial x_k \partial x_k} \right] P_L(v; x, t).
\]

Equation (17) is another exact transport equation for the VFDF. The first term on the right-hand side represents the SGS convection of the VFDF in physical space and is closed. The second term corresponds to the convection in the velocity space due to the resolved pressure gradient. The third term represents molecular diffusion of the VFDF in physical space. The closure problem is associated with the last two terms.

**C. Modeled VFDF transport equations**

The generalized Langevin model (GLM)\cite{27,32} is employed for closure of the VFDF transport equation. Here we introduce two modeled VFDF equations, which are denoted by “VFDF1” and “VFDF2.” These are presented in order. To close Eq. (17), VFDF1 is
\[
\frac{\partial}{\partial \nu_i} \left[ \left( \frac{\partial \varphi}{\partial x_i} \right) P_L \right] - \frac{\partial^2}{\partial \nu_i \partial \nu_j} \left[ \nu \frac{\partial u_i \partial u_j}{\partial x_k \partial x_k} \right] P_L\]

\[
\approx - \frac{\partial}{\partial \nu_i} \left[ G_{ij}(v_j - \langle u_j \rangle) P_L \right] + \frac{1}{2} C_0 e \frac{\partial^2 P_L}{\partial \nu_i \partial \nu_j} + \nu \frac{\partial (u_i)}{\partial x_k} \frac{\partial^2 P_L}{\partial x_k \partial \nu_j} + 2 \nu \frac{\partial (u_i)}{\partial x_k} \frac{\partial P_L}{\partial x_k \partial \nu_j}.
\]

To close Eq. (15), VFDF2 is
\[
\frac{\partial}{\partial \nu_i} \left[ \left( \frac{\partial \varphi}{\partial x_i} \right) P_L \right] - \frac{\partial^2}{\partial \nu_i \partial \nu_j} \left[ \nu \frac{\partial u_i \partial u_j}{\partial x_k \partial x_k} \right] P_L\]

\[
\approx - \frac{\partial}{\partial \nu_i} \left[ G_{ij}(v_j - \langle u_j \rangle) P_L \right] + \frac{1}{2} C_0 e \frac{\partial^2 P_L}{\partial \nu_i \partial \nu_j}.
\]
Note that these models (i.e., the first two terms on the right-hand sides of Eqs. (18) and (19) are the same, but that they model slightly different quantities. With this closure, the two terms in $G_{ij}$ and $e$ jointly represent the SGS pressure-strain and SGS dissipation. These are modeled as\cite{11,26}

$$G_{ij} = -\left(\frac{1}{2} + \frac{3}{4} \frac{C_0}{k}\right) \delta_{ij}, \quad e = C_e k^{32} / \Delta L, \quad \omega = e / k,$$

(20)

where $\omega$ is the SGS mixing frequency, $\Delta L$ is the filter width, $k = \frac{1}{2} \tau_L (u_i, u_i)$ is the SGS kinetic energy, and $e = \frac{1}{2} \epsilon_{ii}$ is the SGS dissipation rate.

With the GLM, the two forms of the VFDF transport equation are

$$\frac{DP_L}{Dt} = -\frac{\partial}{\partial x_k} [(u_k - \langle u_k \rangle)_L P_L] + \frac{\partial (p)_L}{\partial x_i} + \frac{\partial^2 P_L}{\partial x_i \partial x_k} + \frac{\partial^2 P_L}{\partial x_k \partial v_i} + 2 \frac{\partial (u_i)_L}{\partial x_k} \frac{\partial^2 P_L}{\partial x_k \partial v_j} - \frac{\partial}{\partial v_i} [G_{ij} (v_j - \langle u_j \rangle)_L P_L] + \frac{1}{2} C_0 \epsilon \frac{\partial^2 P_L}{\partial v_i \partial v_j}. \quad (21)$$

for VFDF1, and

$$\frac{DP_L}{Dt} = -\frac{\partial}{\partial x_k} [(u_k - \langle u_k \rangle)_L P_L] + \frac{\partial (p)_L}{\partial x_i} + \frac{\partial^2 P_L}{\partial x_i \partial x_k} - \frac{\partial}{\partial v_i} [G_{ij} (v_j - \langle u_j \rangle)_L P_L] + \frac{1}{2} C_0 \epsilon \frac{\partial^2 P_L}{\partial v_i \partial v_j}. \quad (22)$$

for VFDF2. Hereinafter, Eqs. (21) and (22) are referred to as “VFDF1” and “VFDF2,” respectively. The difference between these two equations is in the different treatment of the closed viscous terms.

**D. Transport equations for moments**

The zeroth, first, and second moment equations corresponding to these two formulations are

for VFDF1:

$$\frac{\partial (u_j)_L}{\partial x_i} = 0,$$

$$\frac{\partial (u_k)_L}{\partial t} + \frac{\partial (u_i)_L (u_j)_L}{\partial x_i} = -\frac{\partial (p)_L}{\partial x_j} + \frac{\partial^2 (u_j)_L}{\partial x_j} - \frac{\partial \tau_L (u_i, u_j)}{\partial x_i}, \quad (23)$$

$$\frac{\partial}{\partial t} \left[ \tau_L (u_i, u_j) \right] + \frac{\partial}{\partial x_k} \left[ \langle u_k \rangle_L \tau_L (u_i, u_j) \right] = -\frac{\partial}{\partial x_k} \left[ \tau_L (u_i, u_j, u_k) - \frac{\partial (u_i)_L}{\partial x_k} \right] + G_{ik} \tau_L (u_i, u_k) + G_{jk} \tau_L (u_j, u_k) - \tau_L (u_i, u_k) \frac{\partial (u_j)_L}{\partial x_k} - \tau_L (u_i, u_j) \frac{\partial (u_k)_L}{\partial x_k} + C_0 \epsilon \delta_{ij}, \quad (24)$$

for VFDF2:

$$\frac{\partial (u_j)_L}{\partial x_i} = 0,$$

$$\frac{\partial (u_k)_L}{\partial t} + \frac{\partial (u_i)_L (u_j)_L}{\partial x_i} = -\frac{\partial (p)_L}{\partial x_j} + \frac{\partial^2 (u_j)_L}{\partial x_j} - \frac{\partial \tau_L (u_i, u_j)}{\partial x_i}, \quad (25)$$

$$\frac{\partial}{\partial t} \left[ \tau_L (u_i, u_j) \right] + \frac{\partial}{\partial x_k} \left[ \langle u_k \rangle_L \tau_L (u_i, u_j) \right] = -\frac{\partial}{\partial x_k} \left[ \tau_L (u_i, u_j, u_k) + G_{ik} \tau_L (u_j, u_k) + G_{jk} \tau_L (u_i, u_k) \right] - \tau_L (u_i, u_k) \frac{\partial (u_j)_L}{\partial x_k} - \tau_L (u_i, u_j) \frac{\partial (u_k)_L}{\partial x_k} + C_0 \epsilon \delta_{ij}. \quad (26)$$

It may be seen that the zeroth and first moment equations are identical (and exact); whereas the second central moment equations differ by the additional viscous term in VFDF1 [Eq. (24)]. A comparison of these modeled equations with Eq. (5) shows that the GLM model implies

$$-\Pi_{ij} - (\epsilon_{ij} - \frac{1}{2} \epsilon \delta_{ij}) = -C_1 \epsilon \left[ \tau_L (u_i, u_j) - \frac{1}{2} \epsilon \delta_{ij} \right], \quad C_1 = 1 + \frac{1}{2} C_0.$$

(27)

This is the same as the Rotta model as shown by Pope.\cite{34}

There are two model constants in the VFDF equation. In RAS, typically $C_{ij} = 1$, and $C_0 \approx 2.1$ ($C_1 = 4.15$). As shown in Refs. 27, 34 boundedness of the GLM coefficients $C_0 > 0$ guarantees that the SGS stress is realizable.

**IV. EQUIVALENT STOCHASTIC SYSTEMS**

The solution of the VFDF transport equation provides all the statistical information pertaining to the velocity vector. The most convenient means of solving this equation is via the Lagrangian Monte Carlo scheme. The basis of this scheme relies upon the principle of equivalent systems.\cite{26,32}

Two systems with different instantaneous behaviors may have identical statistics and satisfy the same PDF transport equation. In this context, the general diffusion process is considered via the following system of stochastic differential equations (SDEs).

$$dX(t) = D_X (X(t), U(t); t) dt + B_X (X(t), U(t); t) dW^X(t),$$

$$dU(t) = M_U (X(t), U(t); t) dt + E_U (X(t), U(t); t) dW^U(t) + F_{ij} (X(t), U(t); t) dW^W_{ij}(t),$$

(28)

where $X_t$ and $U_t$ are probabilistic representations of $x$ and $u$, respectively. The coefficients $D_X$ and $M_U$ are the “drift” in the phase space of position and velocity, respectively. The terms $B$ and $E$ are the “diffusion” coefficients for physical and velocity spaces, respectively; and $W^X_t$ and $W^U_t$ denote independent Wiener-Lévy processes.\cite{26,38} The tensor $F_{ij}$ represents the dependency between the velocity and physical spaces. This term is needed to satisfy the Itô condition for
$B \neq 0$. A comparison of the Fokker–Planck equation of Eq. (28) with the modeled VFDF1 transport equation, Eq. (21) yields

$$M_i = -\frac{\partial (p i) L}{\partial x_i} + 2 v \frac{\partial^2 (u i) L}{\partial x_i \partial x_k} + G_{ij}(U_i - \langle u i \rangle_L), \quad D_i = U_i,$$

$$B = \sqrt{2v}, \quad E = \sqrt{C_0 \Delta t}, \quad F_{ij} = \sqrt{2v} \frac{\partial (u i) L}{\partial x_j}.$$

(29)

Therefore, the proper SDEs which represent VFDF1 in the Lagrangian sense are

$$dX_i(t) = U_i(t) dt + \sqrt{2v} dW^i(t),$$

$$dU_i(t) = \left[ -\frac{\partial (p i) L}{\partial x_i} + 2 v \frac{\partial^2 (u i) L}{\partial x_i \partial x_k} + G_{ij}(U_i - \langle u i \rangle_L) \right] dt$$

$$+ \sqrt{C_0 \Delta t} \frac{\partial (u i) L}{\partial x_j} dW_j(t).$$

(30)

This stochastic system is the same as that developed by Dreeben and Pope29–31 for RAS.

For VFDF2, due to the absence of diffusion in physical space we have $B = 0$. Therefore, the corresponding SDEs are

$$dX_i(t) = U_i(t) dt,$$

$$dU_i(t) = \left[ -\frac{\partial (p i) L}{\partial x_i} + \frac{\partial (\sigma_{11}) L}{\partial x_k} + G_{ij}(U_i - \langle u i \rangle_L) \right] dt$$

$$+ \sqrt{C_0 \Delta t} \frac{\partial (u i) L}{\partial x_j} dW_j(t).$$

(31)

This system is the same as that suggested by Pope26 and Haworth and Pope27 for RAS.

The primary difference between the two formulations VFDF1 and VFDF2 is due to molecular effects in the spatial diffusion of the VFDF. This is explicitly included in the VFDF1 formulation and is also present in the corresponding second moment equation. This difference is expected to be important in flows where viscous effects are important; e.g., flow near solid boundaries.29–31 Both of these formulations are considered in our numerical simulations as discussed below.

V. NUMERICAL SOLUTION PROCEDURE

Numerical solution of the modeled VFDF transport equation is obtained by a Lagrangian Monte Carlo procedure. The basis of this procedure is the same as that in RAS38–41 and in previous LES/FDF5,8. But there are some subtle differences which are explained here. In the Lagrangian description, the VFDF is represented by an ensemble of $N$ statistically identical Monte Carlo particles. Each of these particles carries information pertaining to its velocity $U^{(n)}(t) and position X^{(n)}(t), n = 1, 2, \ldots, N$. This information is updated via temporal integration of Eq. (28). The simplest means of performing this integration is via the Euler–Maruyama approximation42

$$X_i^{(n)}(t + 1) = X_i^{(n)}(t) + D_i^E(t) \Delta t + B_i^E(t) \Delta t^{1/2} \xi_i^E(t),$$

$$U_i^{(n)}(t + 1) = U_i^{(n)}(t) + M_i^E(t) \Delta t + E_i^L(t) \Delta t^{1/2} \xi_i^E(t)$$

$$+ \left[ \frac{\partial (p i) L}{\partial x_i} + \frac{\partial (\sigma_{11}) L}{\partial x_k} + G_{ij}(U_i - \langle u i \rangle_L) \right] dt$$

$$+ \sqrt{C_0 \Delta t} \frac{\partial (u i) L}{\partial x_j} dW_j(t),$$

(32)

where $D_i^E(t) = D_i(X^{(n)}(t), U^{(n)}(t), t)$, $B_i^E(t) = B(X^{(n)}(t), U^{(n)}(t), t)$, $E_i^E(t)$ and $\xi_i^E(t)$ are independent standardized Gaussian random variables. This formulation preserves the Markovian character of the diffusion processes43,44 and facilitates affordable computations. Higher-order numerical schemes for solving Eq. (28) are available42 but one must be cautious in using them for LES.5 Since the diffusion term in Eq. (28) strongly depends on the stochastic processes, the numerical scheme must be consistent with Itô–Gikhman45,46 calculus. Equation (32) exhibits this property.

The statistics are evaluated by consideration of the ensemble of particles in a “finite volume” centered at a spatial location. This ensemble provides “one-time” statistics. This finite volume is characterized by a cubic box of length $\Delta E$. This is necessary as, with probability one, no particle will coincide with the point as considered.32 Here, a cubic box of size $\Delta E$ is used to construct the ensemble mean, variances and covariances of the velocity vector. These values are used in the finite difference LES solver of Eq. (4) as described below.

The SGS dissipation rate and the SGS mixing frequency as required in the solution of the VFDF are evaluated on the finite difference grid points and interpolated to the particle’s location. Ideally, for reliable Eulerian statistics and minimum numerical dispersion, it is desired to have the size of the sample domain infinitesimally small (i.e., $\Delta E \rightarrow 0$) and the number of particles within this domain infinitely large. That is

$$P_L(v; x, t) = P_{N_E}(v; x, t) = \frac{1}{N_E \Delta E} \sum_{E \in \Delta E} \delta(v - u^{(n)}),$$

(33)

where $P_{N_E}$ is the Eulerian PDF constructed from the particle ensemble, $n \in \Delta E$ denotes the particles contained in an ensemble box of length $\Delta E$ centered at $x$, and $N_E$ is the total number of particles within the box. With a finite number of particles, obviously a larger $\Delta E$ is needed. This compromise between the statistical accuracy and dispersive accuracy implies that the optimum magnitude of $\Delta E$ cannot, in general, be specified a priori.11,26 This does not diminish the capability of the procedure, but exemplifies the importance of the parameters governing the statistics.

To provide an estimate of the proper $\Delta E$ size, a “point estimator” procedure is considered. With this procedure, the mean values (the first moments of the VFDF) are evaluated by ensemble averaging, and spatial variations of these mean values within the box are ignored. With the discrete representation [Eq. (32)], the first two moments in this procedure are evaluated via
TABLE I. Recapitulation of the VFDF solution procedures.

<table>
<thead>
<tr>
<th></th>
<th>Finite difference variables</th>
<th>Particle solver variables</th>
<th>Particle statistics used by the finite difference solver</th>
<th>Finite difference variables used by particle solver</th>
<th>Redundant quantities</th>
</tr>
</thead>
<tbody>
<tr>
<td>VFDF 1</td>
<td>$\langle u_i \rangle_L$</td>
<td>$X_j$</td>
<td>$\tau_L(u_i, u_j)$</td>
<td>$\langle u_i \rangle_L$, $\frac{\partial p_i}{\partial x_i}$</td>
<td>$\langle u_i \rangle_L$</td>
</tr>
<tr>
<td></td>
<td>$\langle p \rangle_L$</td>
<td>$U_i$</td>
<td></td>
<td>$\langle u_i \rangle_L$, $\frac{\partial p_i}{\partial x_i}$</td>
<td>$\langle u_i \rangle_L$</td>
</tr>
<tr>
<td>VFDF 2</td>
<td>$\langle u_i \rangle_L$</td>
<td>$X_j$</td>
<td>$\tau_L(u_i, u_j)$</td>
<td>$\langle u_i \rangle_L$, $\frac{\partial p_i}{\partial x_i}$</td>
<td>$\langle u_i \rangle_L$</td>
</tr>
<tr>
<td></td>
<td>$\langle p \rangle_L$</td>
<td>$U_i$</td>
<td></td>
<td>$\langle u_i \rangle_L$, $\frac{\partial p_i}{\partial x_i}$</td>
<td>$\langle u_i \rangle_L$</td>
</tr>
<tr>
<td>LES-FD</td>
<td>$\langle u_i \rangle_L$, $\langle p \rangle_L$</td>
<td>$X_j$</td>
<td>$\tau_L(u_i, u_j, u_k)$</td>
<td>$\langle u_i \rangle_L$, $\frac{\partial p_i}{\partial x_i}$</td>
<td>$\tau_L(u_i, u_j)$</td>
</tr>
</tbody>
</table>

\[
\langle u_i \rangle_L \rightarrow \frac{-1}{N_E \rightarrow \infty \Delta E \rightarrow 0} \sum_{n=\Delta E}^{N_E} U_{i}^{(n)} = \langle U_i \rangle_E,
\]
\[
\tau_L(u_i, u_j) \rightarrow \frac{-1}{N_E \rightarrow \infty \Delta E \rightarrow 0} \sum_{n=\Delta E}^{N_E} (U_{i}^{(n)} - \langle U_i \rangle_E)(U_{j}^{(n)} - \langle U_j \rangle_E).
\]

The point estimator is obviously subject to both statistical errors and dispersive errors for $\Delta_E \neq 0$.

To determine the pressure field, the “mean-field solver” is based on the “compact parameter” finite difference scheme of Carpenter. This is a variant of the McCormack scheme in which fourth-order compact differences are used to approximate the spatial derivatives, and a second-order symmetric predictor-corrector sequence is employed for time discretization. The numerical algorithm is a hyperbolic solver which considers a fully compressible flow. Here, the simulations are conducted with a low Mach number ($M = 0.3$) to minimize compressibility effects. All the finite difference operations are conducted on fixed and equally sized grid points. The transfer of information from these points to the location of the Lagrangian particles is conducted via interpolation. A second-order (bilinear) interpolation scheme is used for this purpose. The results of previous work indicate no significant improvements with the use of higher order interpolation schemes.

The mean-field solver also determines the filtered velocity field. That is, there is a “redundancy” in the determination of the first filtered moments as both the finite difference and the Monte Carlo procedures provides the solution of this field. This redundancy is actually very useful in monitoring the accuracy of the simulated results. Detailed discussions pertaining to this issue are provided in Refs. 8, 39–41.

To establish the consistency of the VFDF solver, another LES is also conducted in which the modeled transport equations for the filtered velocity and the generalized SGS stresses are solved strictly via the finite difference scheme. These simulations are referred to as LES-FD and are only applied for the case corresponding to VFDF2. That is, Eqs. (25) and (26) are considered. Since the SGS transport terms $\tau_L(u_i, u_j, u_k)$ are unclosed in Eq. (26), the values corresponding to these terms are taken from the Monte Carlo solver and substituted in the SGS stress transport equations. The attributes of all of the scheme are summarized in Table I, with further discussions in Refs. 6, 39–41.

VI. RESULTS

A. Flows simulated

Simulations are conducted of a two-dimensional (2D) planar jet, and a 3D temporally developing mixing layer. The jet flow simulations are conducted primarily for establishing the consistency of the Lagrangian Monte Carlo solver. For this purpose, 2D simulations are sufficient. To analyze the overall performance of the VFDF and to demonstrate its full capabilities and drawbacks, 3D simulations are required.

In the planar jet, a fluid issues from a jet of width $D$ into a co-flowing stream with a lower velocity. The size of the domain in the streamwise ($x$) and cross-stream ($y$) directions are $0 \leq x \leq 14D$ and $-3.5D \leq y \leq 3.5D$. The ratio of the co-flowing stream velocity to that of the jet at the inlet is kept fixed at 0.5. A double-hyperbolic tangent profile is utilized to assign the velocity distribution at the inlet plane. The formation of the large scale coherent structures are expedited by imposing low amplitude perturbations at the inlet. In the finite difference simulations, the characteristic boundary condition procedure of Ref. 49 is used at the inlet, free-shear boundary conditions are used at the free-streams and the pressure boundary condition of Ref. 50 is used at the outflow.

The temporal mixing layer consists of two parallel streams traveling in opposite directions with the same speed. A hyperbolic tangent profile is utilized to assign the velocity distribution at the initial time. The simulations are conducted for a cubic box, $0 \leq x \leq L$, $-L/2 \leq y \leq L/2$, $0 \leq z \leq L$, where $x$, $y$, and $z$ denote the streamwise, the cross-stream and the spanwise directions, respectively; and the length, $L$ is specified such that $L = 2N_p \lambda_u$, where $N_p$ is the
desired number of successive vortex pairings and \( \lambda_u \) is the wavelength of the most unstable mode corresponding to the mean streamwise velocity profile imposed at the initial time. The flowfield is parameterized in a procedure somewhat similar to that by Vreman et al.\(^{20}\) The formation of the large-scale structures is expedited through eigenfunction based initial perturbations.\(^{54,55}\) This includes two-dimensional\(^{20,52,56}\) and three-dimensional\(^{52,57}\) perturbations with a random phase shift between the 3D modes. This results in the formation of two successive vortex pairings and strong three-dimensionality.

The flow variables are normalized with respect to selected reference quantities. In the jet flow, the jet exit velocity, and the jet width are the reference scales. In the temporal mixing layer, the reference length is the half initial vorticity thickness, \( L_r = \delta_r(t=0)/2 \) \((\delta_r = \Delta U/|\partial \langle u_1 \rangle_l/\partial y|_{\max} \), where \( \langle u_1 \rangle_l \) is the Reynolds averaged value of the filtered streamwise velocity and \( \Delta U \) is the velocity difference across the layer). The reference velocity is \( U_r = \Delta U/2 \).

### B. Numerical specifications

All finite difference simulations are conducted on equally spaced grid points with grid spacings \( \Delta x = \Delta y = \Delta z \) \((\text{for 3D}) = \Delta \). The resolution for LES of the planar jet consists of \( 201 \times 101 \) grid points. This allows simulations with a Reynolds number \( Re = U_r D_r/\nu = 14,000 \). The simulations of the temporal mixing layer are conducted on \( 193^3 \) and \( 33^3 \) points for DNS and LES, respectively. This allows simulations with \( Re = U_r L_r/\nu = 50 \).

To filter the DNS data, a top-hat function\(^{21}\) of the form below is used

\[
G(x' - x) = \prod_{i=1}^{N_D} \bar{G}(x_i' - x_i),
\]

\[
\bar{G}(x_i' - x_i) = \begin{cases} 
\frac{1}{\Delta L_i} & |x_i' - x_i| \leq \frac{\Delta L_i}{2} \\
0 & |x_i' - x_i| > \frac{\Delta L_i}{2}
\end{cases}
\]

in which \( N_D \) denotes the number of dimensions, and \( \Delta L_i = 2 \Delta \).\(^{58}\) No attempt is made to investigate the sensitivity of the results to the filter function\(^{24}\) or the size of the filter.\(^{59}\)

For VFDF simulations of the temporal mixing layer, the Monte Carlo particles are initially distributed throughout the computational region. For the jet flow, the particles are supplied in the inlet region \(-1.75D \leq y \leq 1.75D \). As the particles convect downstream, this zone distorts as it conforms to the flow as determined by the hydrodynamic field. The simulation results are monitored to ensure the particles fully encompass and extend well beyond regions of nonzero vorticity with an approximately uniform particle number density. All simulations are performed with a uniform “weight”\(^{26}\) of the Monte Carlo particles. In the temporal mixing layer, due to flow periodicity in the streamwise and spanwise directions, if the particle leaves the domain at one of these boundaries new particles are introduced at the other boundary with the same compositional values. In the cross-stream directions, the free-slip boundary condition is satisfied by the mirror-reflection of the particles leaving through these boundaries. In the planar jet, new particles are introduced through the inlet boundary at a rate proportional to the local flow velocity and with a velocity makeup dependent on the cross-stream direction only. When the particles leave the computational domain at the outflow, they are no longer tracked. The density of the Monte Carlo particles is determined by the average number of particles \( N_E \) within the ensemble domain of size \( \Delta E \times \Delta E \times \Delta E \). The effects of both of these parameters are assessed to ensure the consistency and the statistical accuracy of the VFDF simulations.

All results are analyzed both “instantaneously” and “statistically.” In the former, the instantaneous contours (snap-shots) and scatter plots of the variables of interest are analyzed. In the latter, the “Reynolds-averaged” statistics constructed from the instantaneous data are considered. In the spatially developing flows this averaging procedure is conducted via sampling in time. In the temporal mixing layer, the statistics are constructed by spatial averaging over the \( x-z \) plane of statistical homogeneity. All Reynolds averaged results are denoted by an overbar.

### C. Consistency and convergence assessments

The objective of this section is to demonstrate the consistency of the VFDF formulation and the convergence of its Monte Carlo simulation procedure. For this purpose, the results via VFDF and LES-FD are compared against each other. Since the accuracy of the finite difference procedure is well-established (at least for the first-order filtered quantities), such a comparative assessment provides a good means of assessing the performance of the Monte Carlo solution of the VFDF. To do so, the statistical results obtained from the Monte Carlo simulations of Eq. (31) are compared with the finite difference solution of Eqs. (25) and (26). Also, no attempt is made to determine the appropriate values of the model constants; the values suggested in the literature are adopted\(^{34}\) \( C_0 = 2.1, C_1 = 4.15 \) and \( C_e = 1 \).

In Fig. 1, the instantaneous contour plots of the vorticity are shown as determined by (a) VFDF2 and (b) LES-FD. This figure provides a simple visual demonstration of the consistency of the VFDF2. Scatter plots of \( \langle u \rangle_L \) vs \( \langle v \rangle_L \) are presented in Fig. 2. The correlation and regression coefficients (denoted, respectively, by \( \rho \) and \( r \) on these figures) are insensitive to \( \Delta_E \). Figures 3 and 4 show the Reynolds averaged values of the streamwise velocity and several components of the SGS stress tensor for several values of \( \Delta_E \), with \( N_E = 40 \) kept fixed. It is observed that the first filtered moments as obtained by VFDF agree very well with those via LES-FD even for large \( \Delta_E \) values. However, smaller \( \Delta_E \) values are required for convergence of the VFDF predicted SGS stresses to those by LES-FD. The relative difference between the \( L_2 \) norms of all of the components of the SGS tensor as a function of \( \Delta_E/\Delta_E^2 \) is presented in Fig. 5. Extrapolation to \( \Delta_E = 0 \) shows that the “error” goes to zero as \( \Delta_E \to 0 \).

The influence of \( N_E \) on the first two moments is shown
in Figs. 6 and 7. It is observed that $N_E$ does not have a significant influence on the first moments, but does slightly influence the second moments. In all the cases considered, $N_E \geq 40$ yields reliable predictions, consistent with previous consistency and convergence assessments of the scalar FDF. All the subsequent simulations are conducted with $D_E = D/2$ and $N_E = 40$.

D. Comparative assessments of the VFDF

The objective of this section is to analyze some of the characteristics of the VFDF via comparative assessments against DNS data. This assessment is done via both a priori and a posteriori analyses. In the former, the DNS results are used to determine the range of the empirical constants appearing in the VFDF sub-closures. In the latter, the final results as predicted by the VFDF are directly compared with those obtained by DNS. The procedure is similar to that in Ref. 20 and considers the 3D temporal mixing layer.

In addition to VFDF, three other LES are conducted with (1) no SGS model, (2) the Smagorinsky SGS closure, and (3) the dynamic Smagorinsky model. In the case with no model, the contribution of the SGS is completely ignored, i.e., $\tau_L(u_i, u_j) = 0$. In this case, the numerical errors amount to an implied model. But as indicated in Ref. 20 this case is included to provide a point of reference for the other closures. The Smagorinsky model is

$$
\tau_L(u_i, u_j) = -2 \nu S_{ij},
$$

$$
S_{ij} = \frac{1}{2} \left( \frac{\partial (\langle u_i \rangle_L)}{\partial x_j} + \frac{\partial (\langle u_j \rangle_L)}{\partial x_i} \right),
$$

$$
\nu = C_v \Delta_L^2 S,
$$

where $C_v = \sqrt{2} 0.17^2 \approx 0.04$, $S = \sqrt{S_{ij} S_{ij}}$ and $\Delta_L$ is the characteristic length of the filter. This model considers the anisotropic part of the SGS stress tensor $a_{ij} = \tau_L(u_i, u_j) - \frac{2}{3} S \delta_{ij}$. The isotropic components are absorbed in the pressure field. The dynamic version of the Smagorinsky model provides a means of approximating $C_v$ as suggested in Refs. 17–19. The procedure for the implementation of this model in the 3D temporal mixing layer LES is described by Vreman; thus it is not repeated here. (See Refs. 11, 23, 62, and 63 for recent reviews on SGS closure strategy.)

In addition to the resolved velocity field, the primary integral statistical quantities considered for comparative assessments are

\begin{align*}
&\text{FIG. 1. Plot of the vorticity field contours. (a) VFDF, (b) LES-FD. $\Delta_E = \Delta, N_E = 40$.}
\end{align*}
The resolved molecular dissipation rate is the kinetic energy of the resolved field, \( E_f \) represents the viscous molecular dissipation rate directly from the filtered field, the viscous molecular dissipation rate always positive.

\[
E_f = \int \frac{1}{2}(u_i)_L^2 \, dx.
\]

\[
P_k = \int p_k \, dx, \quad p_k = -\tau_L(u_j,u_j) \frac{\partial (u_i)_L}{\partial x_j},
\]

\[
E_v = \int \varepsilon_v \, dx, \quad \varepsilon_v = \nu \frac{\partial (u_i)_L}{\partial x_k} \left( \frac{\partial (u_i)_L}{\partial x_k} + \frac{\partial (u_k)_L}{\partial x_i} \right),
\]

\[
B_k = \int \min(0,p_k) \, dx.
\]

\( E_f \) is the kinetic energy of the resolved field, \( \varepsilon_v \) represents the viscous molecular dissipation rate directly from the filtered field, \( P_k \) is the production rate of the SGS kinetic energy (or the rate of energy transfer from the resolved filtered motion to the SGS motion), and \( B_k \) is the total backscatter. The resolved molecular dissipation rate is always positive (by definition), but the production rate of the SGS kinetic energy can be locally negative. This backscatter is not represented in the Smagorinsky model. The dynamic model is potentially capable of accounting for it, but at the expense of causing numerical instabilities. In the implementation of the dynamic model used here, backscatter is avoided by averaging the numerator and denominator of the expression determining \( C_p \) (Refs. 19 and 20) over the homogeneous directions. If negative values are still present, they are set equal to zero. The “resolved” components of the Reynolds-averaged stress tensor are denoted by \( \overline{R_{ij}} \) where \( R_{ij} = (\langle u_i \rangle_L - \langle u_i \rangle_L)(\langle u_j \rangle_L - \langle u_j \rangle_L) \). The “total” Reynolds stresses are denoted by \( \overline{r_{ij}} \) where \( r_{ij} = (u_i - \overline{u_i})(u_j - \overline{u_j}) \). These are approximated by \( \overline{r_{ij}} \approx \overline{R_{ij}} + \tau_L(u_i,u_j) \). In DNS, the total stresses are evaluated directly and the results indicate that \( \overline{R_{ij}} + \tau_L(u_i,u_j) \) does indeed approximate \( \overline{r_{ij}} \) with a maximum error of less than 10%.

Figure 8 shows the distribution of the particle number density within the whole computational domain. Assuring an approximately uniform distribution, the values of the moments within local ensembles are compared with those of filtered DNS data. These DNS data are transposed from the original high resolution 1933 points to the low resolution of 333 points, and then are compared with LES results on these coarse points.

The DNS data are also used to make \textit{a priori} estimates of the model constants. The primary terms which require closure are the SGS dissipation and the velocity-pressure scrambling tensors. The model equation [Eq. (20)] involving \( C_x \) is in a scalar form. For an estimate of \( C_x \) (thus \( C_y \)), we consider the following norm of the corresponding closure [Eq. (27)]

\[
\| -\Delta \cdot (u_i - \overline{u_i}) \| = C_1 \| \tau_L(u_i,u_i) - \frac{1}{2} \delta_{ij} \|,
\]

where \( \| W_{ij} \| = \sqrt{W_{ji} W_{ij}} \). To estimate the coefficients, a linear regression is performed on all the data points at each computational time step. The optimized constants as obtained in this way are denoted by \( \tilde{C}_x \) and \( \tilde{C}_1 \). This procedure is also
followed for the Reynolds averaged data, with the optimized models obtained in this way denoted by $C_e$ and $C_\perp$. The temporal variations of these estimated values are shown in Fig. 9. The nonuniformity of the coefficients indicates the "nonuniversality" of the models. This is expected as the flow evolves from an initially smooth laminar state to a strong three-dimensional state at $t=40$ before the action of the small scales becomes significant. The closures as adopted are not fully suitable for application in all of these flow regions. Nevertheless, Fig. 9 indicates that the values for these coefficients as suggested in RAS, i.e., $C_\perp=4.15$, $C_e=1$ are reasonable, at least within the turbulent regime. The influences of these parameters are further investigated via a posteriori analysis of the results as discussed below.

Figures 10 and 11 show the contours of the spanwise and the streamwise components of the vorticity field, respectively, at time $t=80$. By this time, the flow has gone through several pairings and exhibits strong 3D effects. This is evident by the formation of large scale spanwise rollers with presence of counter-rotating streamwise vortex pairs in all the simulations. The results via the no-model indicate too many small-scale structures which clearly are not captured accurately on the coarse grid. The amount of SGS diffusion with the Smagorinsky model is very significant at initial times. Due to this dissipative characteristics of the model, the predicted results are too smooth and only contain the large scale structures. The vortical structures as depicted by the dynamic Smagorinsky and the VFDF are very similar and predict the DNS results better than the other two models. The results obtained by VFDF1 and VFDF2 are virtually indistinguishable from each other. This is expected, due to the lack of importance of molecular effects in this free shear flow.

The Reynolds averaged values of the streamwise velocity and the temporal variations of the momentum thickness

$$\delta_u(t) = \int_{-L/2}^{L/2} \frac{1}{4} \left[ 1 - (\langle u \rangle_L) (1 + \langle u \rangle_L) \right] dy,$$

are shown in Figs. 12 and 13, respectively. In Fig. 12 the Reynolds averaged values of both filtered and unfiltered DNS data are considered and are shown to be essentially equivalent. Therefore, the latter are not shown in subsequent figures. The dissipative nature of the Smagorinsky model at initial times resulting in a slow growth of the layer is shown. Several values of the model parameters ($C_0$, $C_e$) are consid-
It is observed that as the magnitude of $C_\varepsilon$ decreases, the initial rate of the layer’s spread is higher. With the exception of the case with $C_\varepsilon = 0.5$ and the Smagorinsky model, all the other VFDF cases, the dynamic Smagorinsky and the no-model yield a similar rate of layer’s growth at late times.

The temporal variations of the resolved kinetic energy and all of the terms defined in Eq. (38) are shown in Fig. 14.

FIG. 6. Cross-stream variations of the Reynolds averaged values of the filtered streamwise velocity at $x=7$. The LES-FD results are obtained with $\Delta_x = 0.5 \Delta$, $N_x = 40$.

FIG. 7. Cross-stream variations of the Reynolds averaged values of some of the components of the SGS stress tensor at $x=7$. The LES-FD results are obtained with $\Delta_x = 0.5 \Delta$, $N_x = 40$.

FIG. 8. Particle number density in VFDF2 simulation at $t=60$. The isosurface corresponds to $N_F = 40$ set as initial conditions. $C_\varepsilon = 2.1$, $C_\kappa = 1$.

FIG. 9. Time variation of the model coefficients as obtained from a priori analysis of the DNS data.
The overall features displayed in this figure are similar to those reported by Vreman et al. for the no model, the Smagorinsky model, and the dynamic Smagorinsky model. The initial rate of decay of the resolved kinetic energy for the Smagorinsky model is the highest. This is due to the excessive production of the SGS kinetic energy by this model in the transitional region, and explains the reason for the lack of small scales in the vortical structures as discussed before. For all the other models the initial rate of decrease of the resolved kinetic energy is small and increases as the flow develops. The trend portrayed by DNS results is best captured by the VFDF simulations. For the no model case the only means of dissipation of the resolved kinetic energy is through molecular action and numerical dissipation which become significant at later stages due to presence of a large amount of small scales. In this case, the amount of numerical dissipation is the highest. For all the other closures, the productions rate of the SGS kinetic energy is larger than the molecular dissipation as the flow develops. The dynamic Smagorinsky and the no-model simulations predict the same initial rate of decay for the resolved kinetic energy. This is due to low initial values of $P_k$ predicted by the dynamic Smagorinsky model. After $t=40$ the amount of $P_k$ as predicted by the dynamic model is more than that of molecular dissipation by the no-model. Thus the rate of decay of the resolved kinetic energy becomes higher for the dynamic model and is closer to that obtained by DNS.

With the exception of the no-model case, all the simulations predict similar trends for the molecular dissipation. The magnitude of this dissipation as predicted by VFDF changes slightly with the variation of the model parameter. The production rate of the SGS kinetic energy depends more strongly on the model coefficients; as $C_e$ decreases, the peak
magnitude of $P_k$ is larger. The Smagorinsky model does not adequately predict $P_k$, and the dynamic model yields better predictions at long times. The overall trends are best predicted by VFDF. The same is true in capturing the backscatter phenomenon. By design, the backscatter is identically zero in the Smagorinsky and the dynamic Smagorinsky model. But VFDF is capable of capturing it, and its extent is controlled by the model parameters. In this regard it is important to note that there are no numerical instability problems in the VFDF solver for negative $B_k$ values. However, the amount of predicted backscatter is less than that of

FIG. 13. Temporal variations of the momentum thickness.

FIG. 14. Temporal variations of (a) total resolved kinetic energy, (b) SGS kinetic energy production rate, (c) total backscatter, (d) total resolved dissipation.

FIG. 15. Cross-stream variations of some of the components of $\bar{a}_{ij}$ at $t = 60$. 
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DNS and its relative magnitude is less than those of $P_k$ and $E_v$.

Several components of the planar averaged values of the SGS anisotropy tensor, $\overline{a_{ij}} = \tau_{ij}(u_i, u_j) - \frac{1}{3} k \delta_{ij}$ are presented in Figs. 15 and 16. Both the Smagorinsky and the dynamic model under-predict the components of this stress. The VFDF predictions are more satisfactory. In this regard, the VFDF is expected to be more effective than the other closures for LES of reacting flows since the extent of SGS mixing is influenced by SGS convection. The “Optimum” values for $C_v$ and $C_0$ cannot be suggested to predict all of the components of this tensor at all times, but it is obvious that there is too much SGS energy with $C_v = 0.5$.

Several components of the resolved stress tensor $\overline{R_{ij}}$ are shown in Figs. 17 and 18. As expected, the performance of the Smagorinsky model is not very good as it does not predict the spread and the peak value of the resolved Reynolds stresses. None of the other models show a distinct superiority in predicting the DNS results. The no-model and the dynamic Smagorinsky model predict large peak values at the middle of the layer. The VFDF predicts both the spread and the peak values reasonably well. The results for small $C_v$ values are not shown since the amount of energy in the resolved scale decreases too much in favor of the increase of the SGS stress (as shown in Figs. 15 and 16). The cross-stream variations of the total Reynolds stress $\overline{R_{12}}$ are presented in Fig. 19. The peak values by the no-model simulations are again the highest. The dynamic model and VFDF perform similarly and capture the DNS trends equally well.

E. Comparison with previous investigations

All of the results obtained here by DNS, and LES via the Smagorinsky and the dynamic Smagorinsky models agree very well with those of Vreman et al. The slight differences are due to the nonidentical flow initializations, and the different computational methodologies employed in the two simulations. To compare with results of other investigations, simulations are conducted of another temporally developing mixing layer with $Re = 500$ in a larger computational domain, $L_r = 120$. An initial forcing of the form $Ae^{-(y/\delta)^2}$ is used, where $A$ is a uniformly distributed random number with an amplitude of 0.05. Rogers and Moser perform DNS of a high $Re$ number flow on $512 \times 210 \times 192$ spectral points. The results of these simulations are in excellent agreement with laboratory data of Bell and Mehta. Here, LES is con
ducted of this flow via the dynamic Smagorinsky model.

The profiles of the mean streamwise velocity and several components of the resolved stresses at \( t = 250 \) are presented in Figs. 20 and 21, respectively. In these figures, \( \xi = y/\delta_m(t) \) and the symbols denote the experimental data \(^71\) at several streamwise locations. The good agreement with these data also indicates good agreement with DNS results of Rogers and Moser.\(^72\)

**F. Computational requirements**

The total computational times associated with simulations of the 3D temporal mixing layer are shown in Table II. Expectedly, the overhead associated with the VFDF simulation is extensive as compared to the other models; nevertheless this requirement is significantly less that of DNS. This overhead was tolerated in present simulations, but can be reduced with utilization of an optimum parallel simulation procedure. This has been discussed for use in PDF\(^73\) and is recommended for future VFDF simulations.

**VII. SUMMARY AND CONCLUDING REMARKS**

The filtered density function (FDF) methodology\(^1\) has proven very effective for large eddy simulation (LES) of turbulent reacting flows.\(^3,6-11\) In all previous contributions, the LES/FDF of only the scalar quantities are considered. The objective of the present work is to develop the FDF methodology for LES of the velocity field. For this purpose, a methodology termed the velocity filtered density function

---

FIG. 18. Cross-stream variations of some of the components of \( \overline{R_{ij}} \) at \( t = 80 \).

FIG. 19. Cross-stream variations of \( \overline{r_{12}} \), (a) \( t = 60 \), (b) \( t = 80 \).

FIG. 20. Cross-stream variation of the Reynolds averaged values of the streamwise velocity at \( t = 250 \). Solid line denotes model predictions via the dynamic Smagorinsky model. Symbols denote experimental data of Bell and Mehta (Ref. 71).
(VFDF) is developed. The VFDF is basically the probability function (PDF) of the subgrid scale (SGS) velocity vector. The exact transport equation governing the evolution of the VFDF is derived. It is shown that the effects of SGS convection in this equation appears in a closed form. The unclosed terms in this transport equation are modeled via two formulations: VFDF1 and VFDF2. The primary difference between the two models is the inclusion of the molecular diffusion in the spatial transport of the VFDF in the first formulation. The closure strategy in the formulation similar to that in PDF methods in Reynolds averaged simulation (RAS) procedures.\(^{32}\) In this way, the VFDF formulation is at least equivalent to a second-order moment SGS closure.

The modeled VFDF transport equations are solved numerically via a Lagrangian Monte Carlo scheme in which the solutions of the equivalent stochastic differential equations (SDEs) are obtained. Two Monte Carlo procedures are considered. The schemes preserve the It\'–Gikhman nature of the SDEs and provide a reliable solution for the VFDF. The consistency of the VFDF formulation and the convergence of its Monte Carlo solutions are assessed. This is done via comparisons between the results obtained by the Monte Carlo procedure and the finite difference solution of the transport equations of the first two filtered moments of VFDF (LES-FD). With inclusion of the third moments from the VFDF into the LES-FD, the consistency and convergence of the Monte Carlo solution is demonstrated by good agreements of the first two SGS moments with those obtained by LES-FD.

The VFDF predictions are compared with those with LES results with no SGS model, with the Smagorinsky\(^{16}\) SGS closure, and with the dynamic Smagorinsky\(^{17–19}\) model. All of these results are also compared with direct numerical simulation (DNS) results of a three-dimensional, temporally developing mixing layer in a context similar to that conducted by Vreman \textit{et al.}\(^{20}\) This comparison provides a means of examining some of the trends and overall characteristics as predicted by LES. It is shown that the VFDF performs well in predicting some of the phenomena pertaining to the SGS transport. The magnitude of the SGS Reynolds stresses as predicted by VFDF is larger than those predicted by the other SGS models and much closer to the filtered DNS results. The temporal evolution of the production rate of the SGS kinetic energy is predicted well by VFDF as compared with those via the other closures. The VFDF is also capable of accounting the SGS backscatter without any numerical instability problems, although the level predicted is substantially less than that observed in DNS.

The results of \textit{a posteriori} assessment against DNS data indicates that the values of the model coefficients as employed in VFDF \((C_0\) and \(C_f\)) are of the range suggested in the equivalent models previously used in RAS. The results of \textit{a posteriori} assessments via comparison with DNS data does not give any compelling reasons to use values other than those suggested in RAS. \(C_0\approx2.1, C_f=1.\) However, small values of \(C_f\) are not acceptable as they would yield too much of SGS energy relative to that within the resolved scales.

Most of the overall flow features, including the mean velocity field and the resolved and total Reynolds stresses as predicted by VFDF are similar to those obtained via the dynamic Smagorinsky model. This is interesting in view of the fact that the model coefficients in VFDF are kept fixed. It may be possible to improve the predictive capabilities of the VFDF by two ways: (1) Development of a dynamic proce-

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Resolution & \(N_E\) & Normalized CPU time \\
\hline
DNS & 193\times193\times193 & \ldots & 178 \\
VFDF1 & 33\times33\times33 & 40 & 33.6 \\
VFDF2 & 33\times33\times33 & 40 & 30 \\
Dynamic Smagorinsky & 33\times33\times33 & \ldots & 2.19 \\
Smagorinsky & 33\times33\times33 & \ldots & 1.05 \\
No model & 33\times33\times33 & \ldots & 1 \\
\hline
\end{tabular}
\caption{Computer requirements for the 3D temporal mixing layer. One unit corresponds to 1657.2 seconds of CPU time on the SGI origin 2000.}
\end{table}

FIG. 21. Cross-stream variations of the Reynolds averaged values of the streamwise velocity at \(t=250.\) Solid lines denote model predictions via the dynamic Smagorinsky model. Symbols denote experimental data of Bell and Mehta (Ref. 71).
due to determine the model coefficients, and/or (2) implementation of higher order closures for the generalized Langevin model parameter $G_{ij}$ (see Ref. 34).

Work is in progress towards developments of a joint velocity-scalar FDF for LES of reacting flows. Compared to standard LES, this approach has the advantage of treating reaction in a closed form; and, compared to scalar FDF, it has the advantage of treating convective transport (of momentum and species) in closed form. These modeling advantages have an associated computational penalty. For the cases considered here, VFDF is more expensive computationally than the dynamic Smagorinsky model by a factor of 15. It is expected that VFDF will not be more expensive than scalar FDF, at least for reacting flows with many species.
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