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Abstract

The joint velocity-turbulence frequency-composition PDF method is applied to a lifted turbulent jet flame with
H»/N» fuel issuing into a wide coflow of lean combustion products, which are at a temperature of 1045 K. Model
calculations with detailed chemistry are performed using three existing mixing models (IEM, MC, and EMST) and
two chemistry mechanisms (the Mueller and Li mechanisms). Numerically accurate results are obtained and com-
pared with the experimental data. Recent experiments have shown that the stabilization height of this lifted flame
is very sensitive to the coflow temperature, much more than to the inlet velocity profile or the initial temperature of
the fuel. One percent (i.e., 10 K) change in the coflow temperature (which is well within the experimental uncer-
tainty) can double the lift-off height. The joint PDF calculations capture this sensitivity very well and are in good
agreement with the measurements for the velocity, mixture fraction, and species. The three mixing models give
relatively similar results, implying that the cases studied here are mainly controlled by chemical kinetics. The Li
mechanism results in earlier ignition than the Mueller mechanism and hence gives shorter lift-off heights over the
whole test range. The joint PDF calculations generally give better agreement with the measurements than previous
composition PDF calculations [A.R. Masri et al., Combust. Theory Modelling 8 (2004) 1-22]. A new parallel
algorithm, involving domain partitioning of particles, has been implemented to facilitate these computations.

0 2005 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
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1. Introduction bility of handling nonlinear chemical reactions with-
out approximation. Recent developments in the nu-

The probability density function (PDF) approach merical method4] have enabled detailed chemical
is now established as a numerical tool capable of kinetics to be used with reasonable computational
modeling various important combustion phenomena ¢osts. However, modeling mixing in PDF methods is
relevant to practical combustion devices such as local gij|| an open issue and the performance of the mix-

extinction, reignition, and pollutant emissiofis-3]. ing models remains the subject of further investiga-
The main advantage of this approach lies in the capa-

tions[5].
The three mixing models most widely used in
* Corresponding author. Fax: +1 607 255 1222. PDF methods are the IEM model (Interaction by Ex-
E-mail addressrc239@cornell.ed(R.R. Cao). change with the Mear{g], which is identical to the
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Table 1
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Experimental conditions studied by Cabra et[&0] (the stoichiometric mixture fraction ist = 0.47, andXp, denotes the

mole fraction of B, etc.)

Diameter, Velocity, Temperature, XH, Xo, XN, XH,0

D (mm) U (m/s) T (K)
Jet 4.57 107 305 0.2537 0.0021 0.7427 0.0015
Coflow 210 35 1045 5 104 0.1474 0.7534 0.0989

LMSE model[7], the MC model (Modified Curl}8],

and the EMST model (Euclidean Minimum Spanning
Tree)[9]. For the simple test case of a partially stirred
reactor, Ren and Pog] show that these three mod-
els can produce qualitatively and quantitatively dif-
ferent predictions. In this paper, the performance of
these models is examined in joint PDF calculations of
a lifted hydrogen jet flame in a vitiated coflod0].

For each of these models, the rate of mixing is de-
termined by the model constaidly, which repre-
sents the mechanical-to-scalar time-scale ratio. Pre-
vious studies show that PDF model calculations are
sensitive to the value afy, [1,11]. In the present cal-
culations, three different values 6fs are employed

in order to characterize the effects on the PDF calcu-
lations.

The flame studied here is a turbulent jet flame of
H>/N> issuing into a wide coflow of lean combustion
products. This burner geometry, developed by Cabra
et al.[10], provides a platform for studying complex
lifted flames which may be undergoing autoignition.
The burner simulates conditions, albeit with simple
flows, that are encountered in gas turbine combustors
and furnaces where there is a recirculation of hot com-
bustion products. Extensive ddi®,12—-15Jnow exist
for selected flames stabilized on the Cabra burner en-
abling it to become a model problem for validating
calculations. The experimental condition studied by
Cabra et al[10] and detailed irrable 1, is taken as
the base case in the current work.

Earlier calculations of the flame with the same
conditions listed inTable 1 have been reported by
Masri et al.[16] and Cabra et a[10] using the com-
position PDF approach. The calculations of Masri et
al.[16] use the CFD package, FLUENT, with the MC
mixing model and show that this flame is largely con-
trolled by autoignition.

The characteristics of these flames were recently
investigated by Wu et a[12] and Gordon et al[17]
for different operating conditions, e.g., coflow tem-
perature, coflow velocity, and jet velocity. It is found
that the stabilization height is very sensitive to the
coflow temperature. This sensitivity is a challenging
modeling problem for numerical calculations.

This paper represents the first velocity-composi-
tion joint PDF calculations of this flame, and the first
study of the comparative performance of all three

mixing models in application to a turbulent flame.
The Li mechanism{18] for hydrogen chemistry is
used, and its performance is compared with that of the
Mueller mechanisnfil9]. Calculations are performed
over a range of operating conditions, which include
not only those investigated experimentdll,17]but
also other conditions such as different jet tempera-
tures and inlet turbulence levels. Some comparisons
between the present joint PDF calculations and the
previous composition PDF calculatiofi6] are also
shown.

In the next section, the submodels used in the joint
PDF calculations are briefly introduced and the values
of the model constants are given. Then the numerical
method is outlined, and the steps taken to ensure the
numerical accuracy of the calculations are described.
The results of the calculations are then presented and
compared to the experimental data. Conclusions are
drawn in the final section.

2. Thejoint velocity-turbulence
frequency-composition PDF method

The particle implementation of the joint PDF
method requires models for mixing, velocity and tur-
bulent frequency following a fluid particl0]. Var-
ious Langevin models have been develofizt-23]
for the evolution of the particle velocity to account for
the acceleration due to the mean pressure gradient and
to provide a closure for the effects of viscous dissipa-
tion and the fluctuating pressure gradient. The SLM
(Simplified Langevin Model]21], which is the sim-
plest, is used in the present calculations. The model
constantCg is set toCg = 2.1.

The turbulent frequency is a particle property
which provides the time scale of turbulence. Here we
use the stochastic frequency model of Van Slooten et
al. [23] with the constants set to their standard val-
ues:C,1 = 0.65, C,» = 0.9, C3 =1.0, C4 = 0.25,
and Cp = 0.6893. The turbulence models used are
the same as those used in many previous studies, e.g.,
[24,25]

In PDF methods, the effect of molecular diffu-
sion on the composition is represented by a mixing
model. Three different mixing models, IEM, MC, and
EMST, are implemented in the calculations. The mix-
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ing model constan€y is traditionally set to 2.0, but
different values have also been used in previous PDF
calculations. Using the EMST model, Xu and Pope
[1] observe the correct level of local extinction in
joint PDF calculations of the Barlow and Fraff6]
flames (D, E, and F) when the valgg = 1.5 is used.

On the other hand, using the MC model, Lindstedt
et al. [11] suggest the valu€y = 2.3 in their cal-
culations of the same flames. This value is also used
by Lindstedt and Louloudj3] in the calculations of
four pilot-stabilized turbulent jet flames investigated
experimentally by Masri and co-workef27]. In the
present work, the influence 6f is examined by per-
forming calculations with the valueS, = 1.5, 2.0,
and 2.5 for each of the mixing models.

In addition to the micro-mixing process, a par-

ticle’s composition also changes due to chemical
reaction. An accurate mechanism is necessary to de-
scribe combustion chemistry particularly for a flame
involving strong turbulence-chemistry interactions.
Two chemistry mechanisms are used in the current
calculations. The first one is the hydrogen mecha-
nism developed by Mueller et 4lL9] which involves
10 species (b, H, O, Oy, OH, HO, HO,, H205, Ar,
N»>) and 21 reactions. The second mechanism by Li
et al.[18] involves the same species as the Mueller
mechanism with modifications to some of the ther-
modynamic and kinetic data.

3. Numerical solutions

There are several implementations of particle-
mesh methods to solve the modeled joint PDF equa-
tions. All computations presented here use a code
named HYB2D [25] which implements a hybrid
FV/particle algorithm. In the hybrid algorithm, the
PDF/particle method (particle part) is coupled with
a finite volume solver (FV part). The FV part solves
the mean conservation equations for mass, momen-
tum, energy, and the mean equation of state; and the
particle part solves the fluctuating velocity-turbulent
frequency-composition PDF transport equations. The
FV calculations provide mean fields of velocity, den-
sity, and pressure to the particle part and obtain the
turbulent fluxes and mean reaction source term from
the particle calculations. The algorithm is fully con-
sistent at the level of differential equations, but not at
the numerical level (because of truncation error and
other numerical errors). Correction algorithms devel-
oped by Muradoglu et a[25] are used to guarantee
consistency of the duplicate fields at all levels.

The flow considered here is statistically 2D ax-
isymmetric and nonswirling. A polar-cylindrical (r)
coordinate system is used with the origin at the cen-
ter of the fuel jet at its exit plane. The computational
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domain is rectangular, of extent,(06D) in the radial
direction, and (050D) in axial direction, whereD is
the diameter of the jetl§ = 4.57 mm).

The inlet velocity profile is taken either from mea-
surementg15] or from earlier calculations of Masri
et al. [16]. The velocity covariance is specified via
the correlation coefficienp,,: betweenr = 0 and
r =R =0.5D, p,, varies linearly from 0 to 0.4; for
1<r/R <287, p,y equals 0.4; and far/R > 2.87,
puv IS zero. The remaining covariances are assumed
to be zero for this nonswirling axisymmetric flow. The
ratio of production to dissipation is specified as unity
which, together with the specified profiles, determines
the inlet profile of mean turbulence frequency. Con-
sequentlys2 is set to zero for/R > 2.87. This has
negligible impact on the calculations, since the values
of £2 within the jet are up to five orders of magnitude
larger than those at/ R = 2; ands2 is calculated as
a conditional mean in which values & below the
mean($2) are excluded28]. The temperature, com-
position, and density are specified as being uniformin
each stream in accord with the experimentally deter-
mined values (se€able 1. A trace amount of Argon
is added to the fuel and this is used to determine
mixture fraction. This is done for convenience: the
mixture fraction can also be determined from other
conserved scalars. The coflow boundary=15D)
is treated as a perfect-slip wall. Symmetry conditions
are applied on the centerline£ 0). At the exit plane,
in the FV part, the mean density and the axial and ra-
dial mean velocities are extrapolated from the interior,
and the pressure is specified.

A parallel algorithm, named “domain partitioning
of particles,” has been developed and implemented
by Cao et al[29]. To explain this algorithm, let us
consider a PDF simulation performed in parallel us-
ing N processors. The FV grid partitions the solution
domain intongg) cells. These cells are distributed
into N subdomains, each consisting of approximately
ncell/ N cells and each assigned to a different proces-
sor. There are a total o, particles, with each cell
containing approximatelWpc = Np/ncel particles.

At the beginning of each time step, all of the particles
in a cell are stored on the same processor, namely the
processor which is assigned to the subdomain con-
taining the cell. During the time step (on convection
substeps) particles can move from cell to cell and
some may move to cells in different subdomains. At
the end of the time step, message passing (using MPI)
is performed to transfer particles that have moved
from their initial subdomain to the processor corre-
sponding to their current subdomain.

In this domain partitioning of particles, since all
of the particles in a given cell are stored on the same
processor, it is simple to implement particle inter-
action models (e.g., Curl’s model or EMST) on the
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full ensemble of particles in a cell. So, this algo-
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perature and the major species and about 6% for the

rithm has the advantages of reducing the bias related minor species. The valugpc = 100 is used in all sub-

both with particle-mean-field interactions and with
particle-particle interactions. It has been verified that
the parallel and serial computations yield statistically
identical results. Note, however, that only the particle
part of the code is parallelized: the same FV compu-
tation is performed on each processor. The method is
effective in reducing the turnaround time by a factor
of 15 when 30 processors are used. Load balancing

and communication overhead issues need to be re-

solved to achieve higher parallel efficiency and fur-
ther reductions in turnaround time.

Numerical accuracy is crucial in modeling studies
of turbulent reactive flows. The discrepancy between
the calculated results and the reliable experimental re-
sults has two ingredients: the modeling error, caused
by deficiencies in the physical and chemical models,
and the numerical error caused by the solution algo-
rithms. To investigate the performance of the phys-
ical and chemical models, the numerical error must
be below acceptable levels. The following paragraphs
describe the efforts to minimize the numerical er-
rors which are controlled by the following parame-
ters: (i) the ISAT (In-Situ-Adaptive Tabulatiorf}}]
error tolerance, (ii) the number of cells in the do-
main, (iii) the number of particles per cell, (iv) the
coefficients of the numerical viscosity, and (v) the co-
efficients of time averaging.

ISAT is used for the implementation of the de-
tailed chemistry. The error incurred in retrieving from
the ISAT table is controlled by the specified error tol-
eranceeio). When retrieving is not possible and the
ODEs are integrated numerically, the associated nu-
merical error is controlled by the specified ODE error
tolerance. The effects of the ISAT and ODE error tol-

erances have been studied systematically by Masri et

al. [16]. Since essentially the same ISAT and chemi-

sequent calculations.

The FV solver involves two numerical viscos-
ity coefficientsv, andv4. Numerical viscosities are
added as dissipative terms in the numerical scheme of
the current finite-volume solvgB0]. The dissipative
terms are constructed as an adaptive blend of second
and fourth order differences and are needed to stabi-
lize the scheme so that it converges to a steady-state
solution. Calculations on the 9696 grid with three
different sets of numerical viscosities were performed
and the results show that the discrepancy between
them is less than 0.5% for the mean temperature and
major species, and about 3% for the minor species.
In the calculations reported here, the values used are
vo = 0.25 andvg = 2.0, the same as those used in
previous calculationf28,31]

In the current HYB2D code, a loosely coupled
hybrid algorithm using pseudo-time stepping is im-
plemented25] and time averaging is used to reduce
the statistical error in the final results. It takes about
500 steps for particles initially in the domain to be
swept out of the domain. Typically, more than 6000
time steps (in the particle part) are used for time aver-
aging, and this corresponds to about 12 flowthrough
times. The time-averaging factor used in the moving
time average increases from 20 to 1200 from the be-
ginning to the end of this process. The purpose of
performing extensive time averaging is to minimize
the effect of statistical fluctuations which (with time
averaging) are less than 0.5% for mean temperature
and major species and 2% for the means of minor
species. Another reason is that a calculation of 6000
particle time steps can be performed in one day due to
the implementation of parallel processing algorithms.

cal mechanism are used in the present work, the same 4. Results and discussion

parameters, i.e., ISAT and ODE error tolerances of
6.25x 10~6 and 1x 108, respectively, are used here.

The computations presented in this section use the

This guarantees that the tabulation error results in less 96 x 96 grid with 100 particles per cell. Mean quan-

than 2% error in the conditional mean temperature
at the stoichiometric mixture fractidi6], a quantity
which is found to be very sensitive to such errors.
Grid convergence is examined using grid sizes
from 24 x 24, 48x 48, 68x 68, 96x 96 to 136x 136.
The 96x 96 grid is used for all the present calcula-
tions. This results in errors no greater than 1% (with

respect to the peak value) for the mean temperature

and major species, and 5% for the minor species.
The effect of the average number of particles per
cell Npc is studied withNpc = 25, 50, and 100 for
all the three mixing models separately on the coars-
est grid 24x 24. The discrepancy between the results
for Npc =50 andNpc = 100 is around 1% for tem-

tities are obtained by averaging over more than 6000
time steps. The ISAT and ODE error tolerances are set
to 6.25 x 10~8 and 10 x 1078, respectively. These
conditions were found by Masf16] to yield numeri-
cally accurate calculations.

4.1. The experiments

The composition and velocity measurements re-
ferred to in this paper were performed, respectively,
at Sandia National Laboratories and the University of
Sydney. Stability measurements by Wu ef{&2] and
Gordon et al[17], presented ifrig. 1, show that the
lift-off height of these flamesH /D, is very sensitive
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Fig. 1. Measured and computed lift-off height using different

values of coflow temperature. (Circles) Measurements of Wu

et al.[12]; (dotted line with squares) measurements of Gor-

don et al.[17]; (line with diamond) joint PDF calculations

using the EMST mixing model and the Li mechanism.

to the temperature of the cofloWy) such that a de-
crease of 10 degrees ift can double the value of
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the flow upstream of the location where the cold air
begins to affect the jet (i.e., fay D < 25).

4.2. Effect of the boundary conditions

4.2.1. Effect of the coflow temperature

Fig. 1 also shows a sample calculation for the
lift-off heights computed for a range of coflow tem-
peratures using the EMST mixing model and the Li
mechanism. It is clear that while the trends are sim-
ilar to the experimental measurements, the absolute
lift-off heights are different and this may be due to a
combination of experimental errors, numerical errors,
and different definitions of the lift-off height. This
implies that in order to make sensible comparisons
between calculations and measurements (as well as
between calculations), flames are selected to have
the same lift-off height but not necessarily the same
coflow temperature. For example, for further com-
parison with the measurements in the Sandia flame
(Tc = 1045 K andH/D ~ 10), Fig. 1 shows that a
lift-off height of /D = 10 in these calculations cor-

H/D. These two sets of temperature measurements responds to a coflow temperature of 1033 K.

were made at different times with different thermo-

Experimentally[12,17], the stabilization height

couples, and the differences between the two sets of was obtained from digital images of flame emis-

results are within the expected error from thermocou-

sion recorded at the flame base. This emission arises

ple measurements which, at these temperatures, is of mainly from water as well as other species such as

the order of 30 K10]. Using advanced laser diagnos-
tics to measure temperaturég) in the coflow would
be extremely useful and this is planned for future ex-
periments.

Given this high sensitivity td¢, the flame lift-off
height is used instead as a qualitative marker of sim-
ilar flames that have the same fuel jet velocity. As

OH. To facilitate comparison with experimental data,
a relevant numerical criterion needs to be defined
for lift-off height. For the same flame studied here,
Cabra et al[10] reported that at the visible lift-off re-
gion, the measured mass fraction of OH reaches about
2 x 1074, This criterion is adopted here and the lift-
off height, H, is defined numerically as the first axial

an example, composition measurements were made location,z, at which the Favre mean mass fraction of

at Sandia for a flame witli; = 1045 K which cor-
responds to a lift-off height off/D ~ 10. Based

on the measurements of Wu et f12], to obtain a
flame with the same lift-off height at the University
of Sydney, the coflow temperature had to be reduced
to about7; = 1022 K[15]. Flow-field measurements
were then made in this flame which is now taken
as the Sydney University representation for Sandia’s
Tc = 1045 K case.

Measurements in nonreacting flow&3] have
shown that the surrounding air begins to affect the jet
at aboutz/ D = 25, where the uniform coflow temper-
ature profile is diminished. Because of the differences

OH reaches a value of 2 104 (at any radius). Fur-
ther comparison of measured and calculated lift-off
heights are reported belowifjs. 8 and 1p
Experimental dat§l0] as well as the current cal-
culations indicate that the ignition zone is generally
located off the axis at a radial positior~ 5 mm. Ax-
ial profiles at this radial location are, therefore, used
to investigate the effects of the coflow temperature on
the lift-off height. Fig. 2 shows a comparison of the
measured with computed axial profiles (off the axis at
r =5 mm) of Favre mean and rms temperature, and
mass fraction of OH and $D. Coflow temperatures
of 7o = 1022, 1030, 1038, 1045, 1060, and 1080 K

between the nonreacting case and reacting cases, theare used for these computations. It is clear that as the

location of the point where the surrounding air begins
to affect the jet may be different for the reacting case,
but it may still be somewhere aroupdD = 25. In the
current calculations, a wide coflow is used to provide
a uniform coflow environment without a surrounding

coflow temperature increases, the flame ignites sooner
and the ignition point moves toward the jet exit plane.
The lift-off heights obtained using@c = 1060 K and

Tc = 1080 K are very close to each other. A further
increase in the coflow temperature has a small ef-

air stream. Hence comparisons between calculations fect on the flameFig. 2 confirms that the flame is

and experimental data are only relevant in regions of

very sensitive to the temperature in the coflow making
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Favre mean
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rms fluctuations

Fig. 2. Axial profiles (off the axis at = 5 mm) of Favre mean (left plots) and rms (right plots) temperature, and mass fractions of
OH and HO. (Circles) Measuremenf$3]; (lines) PDF calculations using the Mueller mechanism and the EMST mixing model
with different values of the coflow temperatufg. (Solid line with plus)7c = 1022 K; (solid line with diamond); = 1030 K;

(dash dot)l; = 1038 K; (dash)f = 1045 K; (solid)Tc = 1060 K; (dot)7; = 1080 K.

it extremely hard to obtain absolute agreement with

were initiated further upstream of the exit plane. The

measurements given that the experimental uncertainty computed velocity profiles at/ D = 0 are used here

in the temperature data is 320].

4.2.2. Effect of the inlet velocity profiles

Two different inlet velocity profiles are used in this
paper and shown ifrig. 3. One inlet velocity pro-
file is taken from previous calculations by Masri et
al. [16] for the Sandia flame witlic = 1045 K. These
calculations used the composition PDF approach and

e vV ¢
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£
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[ ] e o o °
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@10 ° o
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Fig. 3. Measured and calculated inlet velocity profiles.
(Symbols) The measured velocity profilgs]; (lines) the
calculated velocity profilefl6].

and these are referred to as the “computed inlet ve-
locity profiles.” The second set of inlet velocity pro-
files is measured at the University of Sydney for the
flame with To = 1022 K[15]. These are referred to
as the“measured inlet velocity profiles.” Two obser-
vations can be made frorRig. 3. First, the com-
puted centerline mean axial velocity is lower than the
measured centerline velocity by about 7%. Second,
the computed peak rms fluctuation of velocities are
about half of the measured values. The possible rea-
son is that the turbulence intensity of 10% used in the
boundary condition of the composition PDF calcula-
tions may be lower than the actual value.

Calculations are performed here for a flame with
the same fuel jet velocity of 107 fs andl; = 1033 K
but with different inlet velocity profiles; namely the
“computed” and“measured” inlet velocity profiles.
Both calculations use the EMST mixing model and
the Li mechanism. Results are showrFig. 4in the
form of radial profiles for the mean axial velocity and
its rms fluctuations. The calculations using the mea-
sured inlet velocity profiles yield better agreement
with the experimental data for the mean velocity, but
the calculations that use the computed inlet velocity
profiles show better agreement with the measured rms
fluctuations of velocity.

Also shown onFig. 4 are previous calculations
performed by Masri et a[16] using the composition
PDF approach and corresponding joint PDF calcula-
tions using the MC mixing model and the Mueller
mechanism. It is notable here that the current joint
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Fig. 4. Radial profiles of mean (left plots) and rms (right plots) axial velocity. (Circles) Measurefiiéft¢solid line), joint
PDF calculations with the computed inlet velocity profiles (EMST,Ti= 1033 K); (dash line) joint PDF calculations with the
measured inlet velocity profiles (EMST, ¢ = 1033 K); (dash-dotted line) composition PDF calculatifk® (MC, Mueller,

Tc = 1045 K); (dotted line) joint PDF calculations with all conditions the same as those of the composition PDF calculations

(MC, Mueller, Tg = 1045 K).

PDF calculations result in improved mean velocities
and rms fluctuations, even atD = 1, compared to
the composition PDF approach. Further investigation
about the effect of the inlet velocity profiles is shown
in Section4.6.

4.2.3. Effect of the inlet turbulence intensity

The effect of the inlet turbulence intensity is inves-
tigated by changing the amplitude of the inlet (both
the jet and coflow) velocity fluctuations. The con-
tour plots of the Favre mean mass fraction of OH are
shown inFig. 5. The LHS plot is obtained using the
standard calculated inlet velocity rms while the RHS
plot is obtained using twice this value. The location
of the base of the flame is almost the same for both

cases. However, significant differences in the subse-

quent development of the flame may be observed.
Further comparisons are shown kig. 6 including

one additional calculation using half of the standard
calculated inlet velocity fluctuations. Axial profiles
for Favre means of mixture fraction, temperature, and
the mass fraction of OH are plotted for two radial lo-
cations ofr =0 andr =5 mm. It is clear that the
initial turbulence level affects the mixing at down-
stream locations in the jet and hence the temperature
and composition fields.

Different inlet velocity fluctuations, and hence
different turbulence intensities, change the effect of
macro-mixing between the jet and the coflow and con-
sequently change the profiles of mixture fraction and
temperature. In the rangg/D < 10, the change of
OH is mainly controlled by the reaction instead of by
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Table 2
Lift-off heights obtained using different boundary conditions

Effect of jet temperature

Jet temperature (K) 290 305 320
Lift-off height (H/D) 9.8 8.5 7.0
Effect of jet velocity
Jet velocity (mis) 96 107 170
Lift-off height (H/ D) 8.1 8.5 11.2
Effect of coflow velocity

Coflow velocity (nys) 3.5 7.0 10.5
Lift-off height (H/D) 8.5 10 14

the same for the three cases with different inlet veloc-
ity fluctuations. Large differences can be observed in
the OH profiles further downstream because signifi-
cant amounts of OH have been produced and both the
reaction and the macro-mixing affect the local con-
centration of OH.

4.2.4. Effect of other inlet boundary conditions
Unlike the coflow temperature, other boundary
conditions, i.e., the coflow velocity, jet temperature,

Fig. 5. Contour plots of the Favre mean mass fraction of OH and iet velocity. have little effect on this flame. A sum-
obtained using joint PDF calculations (MC, Mueller mecha- J Y, )

nism, 7c = 1045 K) with different inlet velocity fluctuations. mary of the_ numerical test results is showrTable 2

(a) Standard calculated inlet velocity fluctuation profiles; For the jet temperature, a 5% change results in less

(b) inlet velocity fluctuation doubled. than 20% Change in the lift-off heights. This effect
is much smaller than that of the coflow temperature,

macro-mixing, so the OH profiles are almost the same which can double the lift-off height with only 1%

and the locations of the flame bases are approximately change. The lift-off height increases slowly with the

Favre mean Favre mean

0.4
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1500 11500
<
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Fig. 6. Axial profiles off the axis at =5 mm (left plots) and centerline profiles (right plots) of the Favre mean mass fraction

of OH, mixture fraction and temperature. (Circles) Measuremgr8% (lines) joint PDF calculations (MC, Mueller mech-
anism, T = 1045 K) with different inlet velocity fluctuations. (Dashed line) Standard calculated inlet velocity fluctuations;
(dash-dotted) half of the standard calculated inlet velocity fluctuations; (solid) double the standard calculated inlet velocity fluc-
tuations.
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Fig. 7. Axial profiles on the centerline & 0) of Favre mean (left plots) and rms (right plots) mixture fraction, temperature, and
mass fraction of OH. (Circles) Measuremefit8]; (lines) PDF calculations witll = 1045 K, using the Mueller mechanism
and the EMST mixing model witl’y, = 1.5 (dotted), 20 (dashed), and.2 (solid).

increase of the jet velocity and coflow velocity in the
calculations.

For the jet velocity, this tendency is qualitatively
the same as the measuremefig,17] However,
for the coflow velocity, the calculations and mea-
surements give different trends. In the calculations,
the lift-off height increases monotonically with the
coflow velocity. On the other hand, the measured lift-
off heights[12] reach a maximum value for a coflow
velocity of 4.5 nys. Further increases in coflow ve-
locity result in a decrease in the lift-off height. More
investigation is needed to understand this discrepancy.

4.3. Effect ofCy and the comparison of mixing
models

4.3.1. EffectoCy

Masri et al.[16] have shown in their composition
PDF calculations that this flame is largely chemically
controlled and the value of the mixing model con-
stantCy has a relatively small effect. It is expected
that this is also true for the joint PDF calculations.
Fig. 7shows the axial profiles for the Favre mean and
rms mixture fraction, temperature, and mass fraction
of OH computed for the lifted flame using different
values ofCy. As expected, an increase @ results
in a decrease in the rms fluctuations of mixture frac-
tion.

More investigations of the effect af s are per-
formed by calculating the lift-off height over a series
of coflow temperatures and the results are shown in
Fig. 8 Once again we find that the effect@} is rela-
tively small compared to the effect of the coflow tem-

50 : .
.+ EMSTC =15
o + ¢
3 -¢- EMST G =2.0
401 o‘ —4~ EMSTC,=25
‘\::-, o Wu
° ' B Gordon
301 ° -
Q
I
0 L4
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) ) ) ‘ ‘ ) .
1%10 1020 1030 1040 1050 1060 1070 1080

T(K)

Fig. 8. Lift-off height against coflow temperature. (Circles)
Measurements of Wu et dl12]; (dotted line with square)
measurements of Gordon et f17]; (lines) joint PDF cal-
culations using the EMST mixing model and the Mueller
mechanism with the mixing model constary = 1.5 (dot-
ted line with cross), D (dashed line with diamond), andb2
(solid line with triangle).

perature. The lift-off heights obtained using different
values ofC, are almost identical for coflow temper-
atures higher than 1030 K. The difference becomes
obvious when the coflow temperature decreases to
1022 K. An increase in the value afy results in
stronger mixing in composition space which facili-
tates reaction and hence reduces the lift-off height.
(The lift-off heights obtained usin@; = 1022 K are
much larger thaii{ / D = 25. At these downstream lo-
cations, the flame penetrates the hot coflow cone and
is subsequently affected by the surrounding air.)
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Fig. 9. Axial profiles on the centerline & 0) of Favre mean (left plots) and rms (right plots) mixture fraction, temperature,
and mass fraction of $Hland OH. (Circles) Measuremerits3]; (lines) PDF calculations witll, = 1045 K, using the Mueller
mechanism and different mixing models. MC (dotted), IEM (dashed), EMST (solid).

The EMST mixing model is used in the above
calculations. The effect ofy is also tested (but not
shown) for the MC and IEM mixing models with the
coflow temperature set to 1045 K: the tendency is
similar to that of the EMST mixing model. Since the
effect of Cy is relatively small for all mixing models,
the standard value(l, = 2.0) is used for all subse-
guent calculations presented in this paper.

4.3.2. Comparison of mixing models

Fig. 9 compares measured centerline profiles of
the Favre mean and rms of mixture fraction, temper-
ature, and the mass fraction optdnd OH computed
using the MC, IEM, and EMST mixing models. It can

be seen that all calculations are in reasonable agree-

ment with the experimental data. The differences be-
tween different mixing models are small except for
the profiles of OH. For the Favre mean OH, the cal-
culation using the MC mixing model is significantly
different than those of the IEM and EMST mixing
models. The peak value obtained using IEM is about
20% higher than that of EMST calculations. Signif-

icant differences can also be observed for the rms
fluctuations of OH. However, all of these differences
are quite small and much less than the difference cor-
responding to 1% change in the coflow temperature.
At some locations these differences are of the same
order as the experimental and computational uncer-
tainties, so it is not evident (from these results) that
one mixing model is distinctly superior to the others.

Further investigations of the performance of the
mixing models are made by performing a series of
calculations using different values of coflow tem-
perature and the results are shownFig. 10 The
EMST calculations give shorter lift-off heights than
the IEM calculations over the whole range of tested
coflow temperatures. The MC calculations give the
largest lift-off heights at most coflow temperatures
but a crossover occurs with the IEM and EMST cal-
culations at coflow temperatures of about 1028 and
1022 K for the Mueller and Li mechanisms, respec-
tively.

For the calculations obtained using the same
mechanism, the differences in the lift-off heights be-
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Fig. 10. Lift-off height against coflow temperature. (Circles)
Measurements of Wu et gl12]; (dotted line with square)
measurements of Gordon et @7]; (lines) joint PDF calcu-
lations using Mueller mechanism (solid line) and Li mech-
anism (dashed line) with different mixing models. MC (line
with cross); IEM (line with diamond); EMST (line with tri-
angle).

tween different mixing models are generally less than
3D, whereD is the jet diameter. But it can reach up
to 10D in the low coflow temperature range. It is also
worth noting that the differences in the calculated lift-
off heights due to different mixing models are smaller
that the differences due to different chemistry mecha-
nisms.

Figs. 11-14how scatter plots for temperature ver-
sus mixture fraction at four different axial location in
the flames. In each figure, a measured scatter plot is
shown along with three others calculated using the
IEM, MC, and EMST mixing models. The Mueller
mechanism is used for these calculations. The solid
lines shown on each plot represents the equilibrium
temperature. To compare the performance of different
mixing models, the coflow temperature is adjusted in
the calculations so that ignition occurs at the same lo-
cation as that of the measuremefit6]. The coflow
temperatures needed to achieve this Bye= 1033,
1040, and 1038 K for IEM, MC, and EMST mixing
models, respectively.

The reasons that this flame is insensitive to differ-
ent mixing models can be explained Big. 11show-
ing results at/D = 9 which is just upstream of the
ignition point. At this location, both measurements
and calculations show almost all fluid samples lying
on the inert mixing line betwee, 7) = (0, 1045 K)
and (¢, T) = (1,305 K). And, it may be seen that
these samples are continuously distributed instHE
space. Of course, different mixing models yield some-
what different distributions along the mixing line but
all models yield a significant amount of ignitable mix-
ture. The subsequent autoignition is controlled by the
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Fig. 11. Measured and computed scatter plots of tempera-
ture against mixture fraction for lifted flame afD = 9.

(a) Experimental dat413]. (b—d) Computed using |IEM
(Tc = 1033 K), MC (Ic = 1040 K), and EMST T¢ =
1038 K) mixing models, respectively. The Mueller mecha-
nism is used for these calculations. The upper solid line is
the equilibrium temperature.

chemistry and this is the dominant rate-controlling
process.

The insensitivity of this flame to different mix-
ing models is relative to its high sensitivity to the
coflow temperature. Significant difference can still be
observed for calculations using different mixing mod-
els in the mean axial profile&ig. 9), the scatter plots
atz/D =11, 14, and 26FKigs. 12-1%, and the cal-
culation of lift-off heights Fig. 10. But all of these
differences are small when compared to the differ-
ences caused by 1% change in the coflow temperature
(Figs. 1 and 1

Further downstream, ay D = 11, Fig. 12shows
that a significant proportion of fluid samples is ignit-
ing or already ignited and this is occurring mostly on
the lean side of stoichiometric. AY D = 14, as may
be seen fronfrig. 13 in the experiments the lean mix-
tures € < 0.3, say)are mainly fully burnt. The same
is true for the calculations with IEM and EMST, but
with MC there are unburnt and partially burnt sam-
ples.

Different characteristics of the mixing models may
be seen fronFigs. 12—-14The IEM results show bi-
modal behavior with a lean bané & 0.5 in Fig. 12
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Fig. 12. Measured and computed scatter plots of tempera- Fig. 13. Measured and computed scatter plots of tempera-
ture against mixture fraction for lifted flame atD = 11. ture against mixture fraction for lifted flame atD = 14.
(a) Experimental datd13]. (b—d) Computed using IEM (a) Experimental dat413]. (b—d) Computed using IEM
(T = 1033 K), MC (I = 1040 K), and EMST 1¢ = (Tc = 1033 K), MC (I = 1040 K), and EMST 1¢ =

1038 K) mixing models, respectively. The Mueller mecha- 1038 K) mixing models, respectively. The Mueller mecha-
nism is used for these calculations. The upper solid line is nism is used for these calculations. The upper solid line is
the equilibrium temperature. the equilibrium temperature.

are assumed in the calculations, differential diffusion
may not be responsible for the suppression of the
flame temperature on the rich side. This effect is, pre-
sumably, either because of the interaction of mixing
and reaction, or simply because reaction is slow to
achieve equilibrium.

and& < 0.6 in Fig. 13 of reacted fluid, and a rich
band € > 0.2 in Fig. 13and&¢ > 0.4 in Fig. 12 of
largely unreacted fluid. The MC results show a wide
distribution between the unreacted and the reacted
states and generally have better agreement with the
measurements, especially on the fuel-rich side. How-
ever, inFig. 13 it may be seen that the calculations 4.4, Comparison of chemistry mechanisms
based on the EMST mixing model are in accord with
the experimental data fdr < 0.7 (although the width The Li mechanism is an updated version of the
of the scatter band is somewhat narrower). In particu- Mueller mechanism which includes some improved
Iar, fOI’é < 0.6, there are almost no pOintS on or close thermodynamic data and rate Constarifgg_ 10
to the inert mixing line. In contrast, both the IEM and  clearly shows that the Li mechanism calculations ig-
the MC results show a significant amount of mixed nite sooner than the Mueller mechanism calculations
but unreacted fluid (e.g., fdr= 0.4). The EMST re- and hence give shorter lift-off heights over the whole
sults have narrower bands in tiie£ space and have  test range. With increasing coflow temperature, the
less reacted points on the fuel-rich side than the mea- differences in the lift-off heights between the calcula-
surements. tions using the two different mechanisms diminish.
Another observation frorfrigs. 11-14s that this It is clear fromFigs. 8 and 10that the choice
flame is far from equilibrium for stoichiometric and  of mixing models or the specification of the mixing
rich mixtures even at the downstream location with model constanCy4 (Cy = 1.5, 2.0, or 2.5) has less
z/D = 26. To a large extent the calculations show effect on the calculated lift-off heights than the chem-
the same lack of equilibrium as the measurements, ical kinetic mechanisms. This is consistent with pre-
especially at stoichiometric. Since equal diffusivities vious findingg16].
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Fig. 14. Measured and computed scatter plots of tempera-
ture against mixture fraction for lifted flame atD = 26.

(a) Experimental datd13]. (b—d) Computed using IEM
(Tc = 1033 K), MC (I = 1040 K), and EMST T¢c =
1038 K) mixing models, respectively. The Mueller mecha-
nism is used for these calculations. The upper solid line is
the equilibrium temperature.

4.5. Comparison of joint PDF and composition PDF
calculations

The superior performance of the joint PDF ap-
proach has already been demonstratdeign4where
the calculated radial profiles of mean axial velocity
and rms fluctuations are clearly closer to measure-
ments that those obtained from the composition PDF.
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Fig. 15. Radial profiles of Favre mean (left plots) and
rms (right plots) mixture fraction. (Circles) Measurements
[13]; (dash-dotted line) composition PDF calculations (MC,
Mueller mechanism7¢ = 1045 K); (dotted line) joint PDF
calculations with the same settings as those of composition
PDF calculations (MC, Mueller mechanisff;, = 1045 K);
(solid line) joint PDF calculations using the EMST mix-
ing model, the Mueller mechanism, and coflow temperature
Tc = 1033 K. The computed inlet velocity profiles are used
for all calculations in this figure.

downstream locations in the jets where this latter ap-
proach fails even if thé— constants are modified. It
should be noted here that the use of more advanced
versions of th&— model or a Reynolds-stress turbu-
lence model may yield improved calculations using
the composition PDF. However, the joint PDF ap-

These two approaches are further contrasted here with Proach is more likely to compute the correct flow and

respect to the mixing field-ig. 15shows measured
and calculated radial profiles of the Favre mean mix-
ture fraction and its rms fluctuations. Calculations
using the joint velocity-composition PDF are consid-
erably more accurate than the previous composition
PDF calculation which overpredicts the spreading and
mixing rates. It is worth noting here that the compo-
sition PDF approach uses tliee turbulence model
with the standard coefficients and this is well known
to yield excessive spreading of round jets.

The capability of the joint PDF calculations to
yield better agreement compared with the measure-
ments for both the velocity and the mixture fraction
fields is a significant advantage over the composi-
tion PDF approach. This is particularly relevant for

mixing fields in more complex flows which involve
swirl and recirculation. This improved calculation of
the flow and mixing field results in good agreement
with the measurements for the composition field as is
demonstrated in the next section.

4.6. Calculation of scalar fields

This section validates the performance of the joint
PDF approach with respect to reactive scalar fields.
The measured and calculated temperature and species
mass fractions are compared at various axial loca-
tions in the flames. As discussed earlier, and given
the strong sensitivity of this flame to the coflow tem-
perature and experimental uncertainty associated with



R.R. Cao et al. / Combustion and Flame 142 (2005) 438-453 451

Favre mean rms fluctuations

Favre mean rms fluctuations x 10%
L4 "~
1000 2/D=8
0.02F ™ 2/D=8
500} _ 2/D=8 0.01
L .
1000
0.02- > 2/D=9
500} . 2/D=9 0.01

1000

3

=500
1000

500

1000

500

1400

1200

e o
2 o o
= R
T
P
L)
4 d
A 4
¥ d
N
(=)
T
-
=)

2/D=11

e o
o o
= R
T
'
L}
g
r
u

0.02 2/D=14

e
o
-
T
P
v
¥
i

0.02 2/D=26

r/D

r/D
r/D

r/D

Fig. 16. Radial profiles of Favre mean (left plots) and
rms (right plots) temperature. (Circles) Measurem¢hsg;
(lines) joint PDF calculations (EMST, Li mechanism) ob-
tained using calculated inlet velocity profilg$] (solid line,

Tc = 1033 K) and measured velocity profilgks] (dashed
line, Tc = 1031 K).

its measurement, it is more appropriate to make com-
parisons between flames that have the same lift-off
height rather than at the same coflow temperature.
Measurements are available for a flame with a coflow
temperature offc = 1045 K and a lift-off height of
about 10 diameters. To match this lift-off height us-
ing the PDF approach, a coflow temperaturdgt=
1031 K is needed if the calculated inlet velocity pro-
files are used. A slightly higher coflow temperature
of Tc = 1033 K is required when the measured inlet
velocity profiles is employed. It is worth noting here
that the difference of 12—14 K ifi is still small com-
pared to the experimental uncertainty of 31 K (3%). It

Fig. 17. Radial profiles of Favre mean (left plots) and rms
(right plots) mass fraction of § (Circles) Measurements
[13]; (lines) joint PDF calculations (EMST, Li mechanism)
obtained using calculated inlet velocity profilgs] (solid
line, Tc = 1033 K) and measured velocity profilg$5]
(dashed lineTc = 1031 K).

with the measurements, for both the mean and the rms
profiles. At the same time, calculations using mea-
sured velocity profiles yield comparable results in the
mean profiles, but overpredict the rms profiles in most
plots. This may be caused by two reasons. First, from
Fig. 4 one can see from the velocity profiles that the
calculations using the measured inlet profiles overpre-
dict the rms velocity at/D > 8. This overprediction

in the rms velocity results in an overprediction in the
rms species profiles. Second, it should be noted here
that while inlet velocity profiles have some impact on
the calculated flame structure, this remains relatively

can also be noted that in an independent experiment small compared to the effects of the coflow tempera-

under the same nominal conditions, Kébb] found
that 7; = 1022 K yielded the same lift-off height as
that observed by Cabra et §l0].

Figs. 15-2Gshow the radial profiles of Favre mean
and rms mixture fraction, temperature, and mass frac-
tion of Hp, Oy, H2O, and OH. The Li mechanism and
the EMST mixing model are used for these calcula-
tions; Tc = 1033 K is used for the computed inlet
velocity profiles[16] and 7, = 1031 K is used for
the measured inlet velocity profilgs5]. One can see
that the joint PDF calculations using the computed in-
let velocity profiles are generally in better agreement

ture.

5. Conclusions

In the present work, numerically accurate velocity-
turbulent frequency-composition joint PDF calcula-
tions have been made for the first time for a turbulent
lifted flame issuing in a vitiated coflow. The effects
of the boundary conditions are investigated. Model
calculations with detailed chemistry are performed
using three existing mixing models, i.e., IEM, MC,
and EMST. Two detailed hydrogen mechanisms, i.e.,



452
Favre mean mms fluctuations
0.15 -
0.1
0.05 2/D=8

r/D r/D

Fig. 18. Radial profiles of Favre mean (left plots) and
rms (right plots) mass fraction of £ (Circles) Measure-
ments[13]; (lines) joint PDF calculations (EMST, Li mech-
anism) obtained using calculated inlet velocity profil&8]
(solid line, Tc = 1033 K) and measured velocity prof(E5]
(dashed line7; = 1031 K).

the Mueller and Li mechanisms, are implemented us-
ing ISAT. This is the first study of the comparative
performance of all three mixing models in application
to a turbulent flame with detailed chemistry. A new
parallel algorithm, involving domain partitioning of
particles, has been implemented. The calculated ve-
locity, temperature and reactive scalar fields are com-
pared with measurements.

Two inlet velocity profiles are used in the calcula-
tions to compare with the scalar field measurements.
Good agreement with measurements is shown for the
velocity, mixture fraction, temperature, and species.
The calculations using computed inlet velocity pro-
files yield better agreement with the measured scalar
profiles, especially for the rms profiles.

Generally, the velocity field and mixture fraction
profiles are not very sensitive to the boundary con-
ditions (including the coflow temperature), mixing
models, and chemistry mechanisms. On the other
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Fig. 19. Radial profiles of Favre mean (left plots) and rms
(right plots) mass fraction of $D. (Circles) Measurements
[13]; (lines) joint PDF calculations (EMST, Li mechanism)
obtained using calculated inlet velocity profilgs] (solid
line, Tc = 1033 K) and measured velocity profil§$5]
(dashed line7; = 1031 K).

There are various indicators pointing to the con-
clusion that this flame is largely chemistry controlled:
(i) the use of different mixing models and different
values of the mixing model constaay, (Cy = 1.5,
2.0, and 2.5) has much less effect on this flame than
varying the chemical kinetic mechanism or the coflow
temperature; (ii) the turbulence intensity specified at
the inlet boundary affects profiles of velocity, temper-
ature, and mixture fraction but does not significantly
affect the species controlling the chemistry at up-
stream locations in the flame, so that the lift-off height
remains largely unaffected; (iii) it can be seen from
the scatter plots (e.gFig. 11) that there are many
mixed, potentially reactive but unreacted points lo-
cated on the inert mixing line.

Calculations using the EMST mixing model give
shorter lift-off heights than those with the IEM model.
Calculations using the MC mixing model give the
highest lift-offs for most coflow temperatures, but

hand, temperature and the reactive scalar fields are a crossover between the IEM and EMST calcula-

very sensitive to the coflow temperature and this is
captured very well by the joint PDF calculations
presented here. Given this strong sensitivity to the
coflow temperaturel., comparisons are made be-
tween flames which have the same lift-off height
rather than the sang.

tions occurs at a coflow temperature about 1028 and
1022 K for the Mueller and Li mechanisms, respec-
tively. The Li mechanism yields earlier ignition than
the Mueller mechanism and hence gives shorter lift-
off heights over the whole test range. The current joint
PDF calculations exhibit better agreement with the
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Fig. 20. Radial profiles of Favre mean (left plots) and rms
(right plots) mass fraction of OH. (Circles) Measurements
[13]; (lines) joint PDF calculations (EMST, Li mechanism)
obtained using calculated inlet velocity profilgs] (solid
line, Tc = 1033 K) and measured velocity profil¢$5]
(dashed line7c = 1031 K).

experimental data than the previous composition PDF
calculations. The composition PDF method overpre-
dicts the spreading of the velocity and mixture frac-
tion because of the use of tlee turbulence model
with standard coefficients.
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