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The influence of time-averaging on bias is investigated in the finite-volume/particle hybrid
algorithm for the joint PDF equation for statistically-stationary turbulent reactive flows. It
is found that the time-averaging of the mean fluctuating velocity (TAu) leads to the same
variances of the fluctuating velocity before and after the velocity correction, whereas without
TAu the estimates are different, and an additional numerical dissipation rate is introduced for
the turbulent kinetic energy (TKE). When 100 particles per cell are used without TAu, a large
bias error is found to be involved in the unconditional statistics of the statistically-stationary
solutions of two tested turbulent flames, the Cabra H2/N2 lifted flame and the Sandia piloted
flame E. The use of TAu reduces this bias dramatically for the same number of particles per
cell. The conditional statistics in these flames, however, are hardly affected by TAu. To a large
extent, the effect of the bias error on the unconditional statistics is similar to the effect of
increasing the model constant Cω1 in the stochastic turbulence frequency model.

Keywords: bias; numerical dissipation; numerical method; PDF method; time-averaging

1. Introduction

The probability density function (PDF) method [1, 2] has achieved considerable success in the
numerical simulation of turbulent combustion problems. Some complicated turbulent combus-
tion phenomena (e.g., local extinction and re-ignition) can be predicted quantitatively [3–7]. The
success of the PDF method benefits from the parallel development of physical models and nu-
merical methods. The physical models include the PDF transport equation and the corresponding
stochastic differential equations (SDEs) [1, 2], models for the Lagrangian velocity, turbulence fre-
quency [8] and acceleration [9], and mixing models [10]. Numerical methods include the Monte
Carlo particle method [1, 11, 12], and the hybrid finite-volume (FV)/particle method [13–16]. It
is very important to ensure and demonstrate the numerical accuracy of computed results, so as
to eliminate numerical error as a possible source of discrepancies between model calculations
and experimental measurements. In this work, the numerical accuracy of the PDF calculations is
further tested and related to previous work [5, 6, 15, 17].

The PDF calculations considered here are performed by using a code called HYB2D which
implements the consistent hybrid finite-volume (FV)/particle solution algorithm for the joint PDF
transport equation [15]. During the development of the PDF solution algorithms, from the stand-
alone particle/mesh method (implemented in the code PDF2DV) [3, 18] to the current hybrid
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530 H. Wang and S.B. Pope

method [15], the numerical error has been carefully evaluated [12, 15, 18]. Compared to the stand-
alone particle/mesh method, the hybrid method reduces the bias dramatically [15]. In order to
understand better the bias error reduction in the hybrid method, the influence of the time-averaging
technique on the bias is re-investigated. Time-averaging is a powerful technique to reduce the
statistical error [18] and to some extent the bias [14, 15]. We show here that the time-averaging
of the mean fluctuating velocity can reduce the bias dramatically. In the hybrid method [15], the
fluctuating velocity is a property of each particle. Due to statistical error, the mass-weighted mean
of the fluctuating velocity from particles is not zero, and a velocity correction is performed for the
fluctuating velocity of each particle by subtracting an estimate of the mean fluctuating velocity.
Mean quantities such as the mean fluctuating velocity, which are estimated from the particles and
fed back into the particle solver, are referred to as particle-to-particle quantities.

One motivation for the current work is to investigate the impact of time-averaging on calcu-
lations of the Sandia piloted flames, since time-averaging of particle-to-particle quantities was
not used in some previously reported calculations [5, 6]. Various test cases indicate that only
the time-averaging of the mean fluctuating velocity in the particle-to-particle quantities reduces
the bias significantly, and the time averaging of the other particle-to-particle quantities has a
negligible effect on the final solution. Hence only the influence of the time-averaging of the mean
fluctuating velocity on the bias is discussed in this work.

In the following section, the hybrid algorithm in HYB2D is briefly summarized, the time-
averaging strategies are described, and then the bias due to the velocity correction is analysed. In
Section 3, the effect of time-averaging on the bias involved in the unconditional and condition
statistics is evaluated for two test cases, the Cabra H2/N2 lifted flame [19] and the Sandia piloted
flame E [20]. The choice of the value of the model constant Cω1 and its interaction with numerical
error are discussed in Section 4. Conclusions are drawn in the final section.

2. Time-averaging in HYB2D

2.1. Summary of HYB2D

The hybrid method (implemented in the code HYB2D) [15] solves the transport equation for the
joint PDF of velocity, turbulence frequency and composition for turbulent combustion problems.
The finite volume (FV) method is used to solve the mean conservation equations for mass,
momentum, and energy and the mean equation of state; and the particle method is used to
solve the transport equation of the joint PDF of the fluctuating velocity, turbulence frequency
and composition. The FV part provides the mean fields of velocity, density and pressure to the
particle part and obtains all the Reynolds stresses, the turbulent fluxes and the mean chemical
source term from the particle part. The hybrid method is consistent at the level of the governing
partial differential equations. At the numerical level, the consistency conditions are identified, and
the correction algorithms are devised in [15], where the details of the hybrid solution algorithm
can be found.

2.2. Time–averaging technique

HYB2D is applicable to statistically-stationary flows by using a pseudo-time marching method.
The PDF is represented by an ensemble of particles. Starting from some initially specified
properties, the method marches the particles in time steps �t to approach the statistically-
stationary solution. At a given time step, the mean fields are estimated from the particles. A
statistical error which varies as N

−1/2
pc [1] (where Npc is the number of particles per cell) is

involved in the estimate of mean fields. After the statistically-stationary state is reached, this error
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Combustion Theory and Modelling 531

can be reduced by time-averaging [18]. For a quantity used solely for output, time-averaging
reduces statistical error, but not bias. Part of the origin of bias is from statistical fluctuations
in quantities fed back into the calculations. Hence the use of time-averaging to reduce these
fluctuations reduces the bias. Following [15], the time-averaging scheme is defined, for a mean
field Q, as

Q
j

TA =
(

1 − 1

N
j

TA

)
Q

j−1
TA + 1

N
j

TA

Qj, (1)

where Q
j

TA and Qj are the time-averaged and instantaneous values evaluated on the j th time
step, and N

j

TA is a time-averaging parameter to be specified, which is abbreviated to NTA when
it is not necessary to explicitly show the dependence on j . Note that N

j

TA = 1 corresponds to no
time-averaging, and in general we have N

j

TA ≥ 1.
Two different types of quantities in HYB2D are time-averaged: first, output quantities for

postprocessing such as conditional or unconditional means and rms of temperature, species mass
fractions; and, second, quantities which are fed back into the calculations, such as turbulent fluxes,
and the mean chemical source term.

For output quantities, the time-averaging strategy used is called the uniform-time-averaging
(UTA). UTA is turned on after the statistically-stationary state has been reached (indicated here
as the time step j0). By turning on UTA, the time-averaged quantities for the output at the j th
time step (j > j0) become

Q
j

TA = 1

j − j0 + 1

j∑
i=j0

Qi

=
(

1 − 1

j − j0 + 1

)
1

j − j0

j−1∑
i=j0

Qi + 1

j − j0 + 1
Qj (2)

=
(

1 − 1

j − j0 + 1

)
Q

j−1
TA + 1

j − j0 + 1
Qj.

It may be seen that Equation (2) corresponds to the general definition of time-averaging (Equation
(1)) with N

j

TA specified as N
j

TA = j − j0 + 1. The statistical error involved in the time-averaged
output quantities scales as (NpcN

j

TA)−1/2 for �tN
j

TA large compared to the correlation time of
the statistical error [13, 18], so the statistical error of the output can be reduced by using UTA
for many time steps and for a fixed number of particles per cell Npc. Usually, for a typical run,

more than 5000 steps (Nj

TA > 5000) are time-averaged uniformly to reduce the statistical error.
The UTA of the output quantities, however, cannot reduce the bias involved in the solution which
scales as N−1

pc [12, 18].
Time-averaging of the feedback quantities is able to reduce the bias because of the reduced

statistical fluctuations in these quantities. In the hybrid algorithm, there are three categories of
feedback fields to be time-averaged [17]. The first category is the mean quantities from particles
fed back into the evolution of particles (referred as particle-to-particle quantities, e.g., mean
fluctuating velocity and turbulence frequency). The second category consists of the particle
mean fields passed to the FV solver (e.g., Reynolds stresses, turbulent fluxes). The last category
consists of the FV fields. A different strategy called moving-time-averaging (MTA) is used for
these feedback quantities. The time-averaging scheme (Equation 1) is used with a different
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specification of the parameter N
j

TA. Initially, all the time-averaging strategies (MTA and UTA
with N

j

TA = 1) are disabled to make the transient process most rapid. After a certain number of
time steps, a statistically-stationary state is reached, which is determined by monitoring the time
series of particle ensemble mean quantities. This statistically-stationary state involves bias. By
using MTA, the statistical error and the bias are reduced gradually, so the previous statistically-
stationary state changes on a time scale of TTA = NTA�t and a different statistically-stationary
state is approached. In order to reduce the statistical error and bias, N

j

TA is increased gradually,
but it is limited to a specified maximum Nmax, i.e., Nj

TA = min [1 + 0.25 × max(j − j0, 0), Nmax]
where j0 is the time step from which MTA is used. This upper limit Nmax is imposed so that
the time scale TTA is not too large to allow the time-averaged quantities to follow any residual
transients. On time step j (j > j0), the time-averaged quantity Q

j

TA is

Q
j

TA =
(

1 − 1

N
j

TA

)
Q

j−1
TA + 1

N
j

TA

Qj

=
j∑

i=j0

1

Ni
TA

[
j∏

k=i+1

(
1 − 1

Nk
TA

)]
Qi, (3)

so the contribution of Qi to Q
j

TA is weighted by 1
Ni

TA
[
∏j

k=i+1(1 − 1
Nk

TA
)]. In HYB2D, the value

of Nmax is different for different categories of feedback quantities, i.e., the value of Nmax = 500
[17, 23] is used for the particle-to-particle quantities, and Nmax = 5 [17] is used for the particle-
to-FV quantities and for the FV fields. In previous work [17, 23], these values were deemed to
provide satisfactory performance, but they may not be optimal.

The procedure of using the time-averaging in HYB2D during the time marching is the
following. Initially, all the time-averaging strategies are turned off to make the transient process
most rapid. After the statistically-stationary state is approximately reached, MTA is turned on
to reduce the statistical error and the bias of the stationary solution. With more than 5000 steps
of MTA, a statistically-stationary solution with less bias is obtained. Then, UTA of the output
quantities is turned on to further reduce the statistical error involved in these quantities. With
another 5000 steps of UTA, the output quantities are sufficiently time-averaged and are ready for
the postprocessing: then the run terminates.

2.3. Bias due to the velocity correction

The condition of zero mean density-weighted fluctuating velocity (〈ρu〉/〈ρ〉 = 0, where angle
brackets denote mathematical expectation) is identified as one of the three independent consis-
tency conditions in the hybrid algorithm [15]. The fluctuating velocity is a property of a particle in
the current PDF algorithm. The mass weighted ensemble mean of the particle fluctuating velocity
ũ pertaining to a FV cell, on a particular time step, is defined as

ũ =
N∑

k=1

u(k)m(k)

/
N∑

k=1

m(k) , (4)

where u(k) and m(k) are the fluctuating velocity and mass of the kth particle in the cell, and N is
the number of particles in the cell. Due to statistical and truncation errors, the ensemble mean ũ
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is not zero exactly. A velocity correction is needed to enforce the consistency condition, e.g.,

u(k) = u(k)∗ − ũ∗, (5)

where the star denotes the uncorrected velocity. In the above correction, the ensemble mean ũ∗,
which is random due to the finite number of particles, provides an estimate of the expectation of
ũ∗. The ensemble mean of Equation (5) yields

ũ = ũ∗ − ũ∗ = 0, (6)

showing that this velocity correction makes ũ identically zero.
Alternatively, the time-averaged ensemble mean of the particle fluctuating velocity, denoted

as ũ∗
TA, provides a better estimate of the expectation of ũ∗, and the following correction algorithm

can be used [15]

u(k) = u(k)∗ − ũ∗
TA. (7)

For this correction, we obtain

ũ = ũ∗ − ũ∗
TA, (8)

and

〈̃u〉 = 0, (9)

since, in the statistically-stationary state considered, we have 〈ũ∗〉 = 〈ũ∗
TA〉. Thus, for this cor-

rection, and for non-trivial time averaging (i.e., NTA > 1), ũ is not identically zero, but it has zero
expectation.

To understand the above two correction algorithms (Equations (5) and (7)), we consider the
influence of the corrections on the variance of the fluctuating velocity var(ui). For simplicity we
perform the analysis for a single component of velocity, which we denote by u. In the limit of
NTA → ∞, ũ∗

TA tends to 〈u∗〉, and it immediately follows from Equation (7) that

var(u) = var(u∗). (10)

Hence, the correction (Equation (7)) is unbiased in the sense that the variances of fluctuating
velocity evaluated before and after the correction are the same as NTA → ∞.

The correction Equation (5) yields

var(u) = var(u∗) + var(ũ∗) − 2cov(u∗, ũ∗), (11)

where cov( ) denotes covariance. If we assume that the particles in a cell are statistically identical
with equal mass m(k), and that the velocities associated with different particles are uncorrelated,
it can be verified that

var(ũ∗) = 1

Npc
var(u∗), (12)

cov(u∗, ũ∗) = 1

Npc
var(u∗). (13)
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Thus Equation (11) becomes

var(u) =
(

1 − 1

Npc

)
var(u∗), (14)

showing that the correction Equation (5) is biased in the sense that, for finite Npc, it decreases the
variance of the fluctuating velocity.

Now we turn our attention to the expectations of the turbulent kinetic energy (TKE) k∗ and k

evaluated before and after the velocity correction, respectively,

〈k∗〉 = 1

2
〈ũ∗

i u
∗
i 〉 = 1

2
(〈ũ∗

i u
∗
i 〉 − 〈ũ∗

i 〉〈ũ∗
i 〉) + 1

2
〈ũ∗

i 〉〈ũ∗
i 〉 (15)

= 1

2

3∑
i=1

var(u∗
i ) + 1

2
〈ũ∗

i 〉〈ũ∗
i 〉,

〈k〉 = 1

2
〈ũiui〉 = 1

2
(〈ũiui〉 − 〈ũi〉〈ũi〉) + 1

2
〈ũi〉〈ũi〉 (16)

= 1

2

3∑
i=1

var(ui) + 1

2
〈ũi〉〈ũi〉.

The underlying assumption involved in the above equations are that all the particles in the same
cell are statistically identical so the variance of fluctuating velocity of each particle is the same.
In the above analysis, we observe that both corrections (Equations (5) and (7)) yield 〈ũi〉 = 0, so
from Equations (15) and (16), we have

〈k〉 − 〈k∗〉 = 1

2

3∑
i=1

[
var(ui) − var(u∗

i )
] − 1

2
〈ũ∗

i 〉〈ũ∗
i 〉. (17)

For correction Equation (7), the first term on the right-hand side of the above equation disappears
due to Equation (10), so Equation (17) reduces to

〈k〉 − 〈k∗〉 = −1

2
〈ũ∗

i 〉〈ũ∗
i 〉. (18)

It can be seen that the correction Equation (7) removes the mean kinetic energy contained in the
TKE evaluated before the correction. For finite NTA the analysis is more involved, but the bias
shown in Equation (18) is likely to remain, albeit of a small magnitude.

For the correction Equation (5), however, the first term on the right-hand side of Equation
(17) does not disappear, and by substituting Equation (14) into Equation (17), we have

〈k〉 − 〈k∗〉 = − 1

2Npc

3∑
i=1

var(u∗
i ) − 1

2
〈ũ∗

i 〉〈ũ∗
i 〉. (19)
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For each time step �t , the correction Equation (5) corresponds to a fractional step for the variation
of TKE, i.e., 〈

dk

dt

〉∣∣∣∣
correction

= 〈k〉 − 〈k∗〉
�t

= −εn − 〈ũ∗
i 〉〈ũ∗

i 〉
2�t

, (20)

where εn = 1
2Npc�t

∑3
i=1 var(u∗

i ) > 0. In addition to removing the mean kinetic energy contained
in the TKE evaluated before the correction, the correction Equation (5) introduces a numerical
dissipation εn which reduces the TKE. As Npc tends to infinity, εn tends to zero, so the two
corrections (Equations (5) and (7)) are consistent in this limit. If the physical dissipation ε and
the numerical dissipation εn are linearly related, the total dissipation rate of TKE εtot in the
computation is the sum of them

εtot = ε + εn. (21)

To summarize, the correction Equation (7) produces zero expectation of the fluctuating
velocity and conserves its variance, and removes the mean kinetic energy from the TKE evaluated
before the correction. Although the correction Equation (5) produces identically zero ensemble
mean of the fluctuating velocity, it reduces the variance of the velocity. As a consequence, it
introduces a numerical dissipation term in the TKE evolution, in addition to removing the mean
kinetic energy contained in the TKE evaluated before the correction.

3. Influence of time-averaging on bias

To quantify the influence of the time-averaging of mean fluctuating velocity on bias, two test
cases, the Cabra H2/N2 lifted flame [19] and the Sandia piloted flame E [20], are performed and
described in the following subsections.

3.1. Cabra lifted H2/N2 jet flame

The Cabra lifted H2/N2 jet flame has been investigated using the hybrid FV/particle PDF method
in [7]. The details of the current simulation are the same as those in [7], i.e., the H2/O2 reac-
tion mechanism (the Li mechanism or the Mueller mechanism used in [7]), the EMST model
(Cφ = 1.5), the simplified Langevin model, the stochastic frequency model with Cω1 = 0.65, the
calculated inlet velocity profiles, the number of particles per cell Npc = 100. Any differences in
the details of the simulation from [7] are mentioned below.

The test cases shown below use the same models and parameters (EMST, Li mechanism,
coflow temperature Tc = 1033 K) as those used in Figure 16 of [7], except for the values of
Cφ , Npc, and the time-averaging of the mean fluctuating velocity. The value of Cφ used here is
1.5 rather than 2.0 in Figure 16 of [7]. The influence of Cφ on the results with Tc = 1033 K is
negligible (see Figure 8 in [7]). The value of Npc varies from 100 to 250 in these test cases. For
each value of Npc, two cases are compared, one case with all quantities time-averaged (denoted
as TAu), and the other with all quantities except the mean fluctuating velocity time-averaged
(denoted as NoTAu). Figure 1 shows the mean axial velocity Ũ , the mean turbulence frequency
ω̃, the Reynolds stresses ũu, ũv, and the means and rms of the mixture fraction and temperature
plotted against N−1

pc at the location (x, r) = (15D, 1D) in the Cabra lifted H2/N2 jet flame,
where (x, r) are the axial and radial coordinates, and D is the diameter of the fuel jet nozzle.
Serval observations can be made from the figure. First, the results by the two methods (TAu and
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NoTAu) vary linearly with N−1
pc , reflecting the expected scaling of the bias [12, 18]. Second, when

extrapolated to Npc → ∞ (i.e., N−1
pc = 0) the two methods (TAu and NoTAu) yield almost the

same results, indicating the convergence of both methods to the same solution. Third, the slopes
of the results obtained with TAu are much smaller in magnitude than those obtained by NoTAu,
implying that TAu reduces the bias in the hybrid algorithm dramatically compared to the NoTAu
case. Fourth, with TAu, all the results obtained with different values of Npc (from 100 to 250)
fall inside the ±5% error lines, so the value of Npc = 100 used in [7] is a reasonable choice
for the simulations. Last, with NoTAu, 〈uu〉 decreases with increasing N−1

pc , consistent with the
argument related to numerical dissipation εn (Equation 20). However, this is generally true for
upstream locations, e.g., x ≤ 35D. At downstream locations, 〈uu〉 may increase with increasing
N−1

pc . Comparing the results reported in [7] with the current results, we confirm that the presented
results with TAu and Npc = 100 are consistent with those in [7].

Figure 1 demonstrates that TAu has a substantial effect on the bias involved in unconditional
statistics. The influence of TAu on conditional means is now investigated. In Figure 2 are shown
the conditional means of temperature, mass fractions of H2O and OH against N−1

pc at x/D = 15
and 26 in the Cabra H2/N2 lifted jet flame, where the means are conditional on the mixture
fraction ξ being in the ranges [ξl, ξu] indicated in the figure. The ranges of mixture fraction
are particularly chosen to cover the peaks where most sensitivity is expected. In contrast to the

Figure 1. PDF calculations of the means of the axial velocity Ũ , the turbulence frequency ω̃, the Reynolds
stress ũu, ũv, and the means and rms of the mixture fraction and temperature against N−1

pc at the location
of (15D, 1D) in the Cabra lifted H2/N2 jet flame. (Circle: TAu; Diamond: NoTAu; Solid or dashed lines:
linear least square fit; Dotted lines: ±5% error.)
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Combustion Theory and Modelling 537

Figure 2. The conditional means of the temperature and mass fractions of H2O and OH against N−1
pc at

the location of x/D = 15 (left) and 26 (right) in the Cabra lifted H2/N2 jet flame. (Circle: TAu; Diamond:
NoTAu; Solid or dashed lines: linear least square fit; Dotted lines: ±5% error.)

unconditional statistics in Figure 1, the bias involved in the calculations of conditional means
obtained with NoTAu (Figure 2) is small. The results at x/D = 15 exhibit a larger sensitivity
because this location is close to the base of the flame. In summary, the conditional statistics
are affected little by the time-averaging strategy, which is very different from the case of the
unconditional statistics.

3.2. Sandia piloted flame E

The simulation results of flame E obtained using HYB2D are reported recently in [5, 6]. If not
specially mentioned, the details of the current simulation are the same as in [5, 6]. The test cases
here use the EMST model with Cφ = 1.5, the skeletal mechanism [21], the value Cω1 = 0.65
and ignore radiation. Figure 3 shows the means of the axial velocity Ũ , turbulence frequency
ω̃, the Reynolds stress ũu, ũv, and the means and rms of the mixture fraction and temperature
against N−1

pc at the location of (45D, 1D). Similar observations to the case of the Cabra lifted
flame can be made. The Reynolds stress 〈uu〉, however, increases with N−1

pc at the axial location
shown. At upstream locations (e.g., x ≤ 40), 〈uu〉 decreases with N−1

pc generally. Figure 4 shows
the conditional means of the temperature and mass fractions of CO2, H2O, CO, H2 and OH
against N−1

pc at the location of x/D = 45. The bias involved in the conditional statistics in flame
E obtained using TAu and NoTAu is very small (below 5%).

In the above discussion of both test cases, results are shown only at a few locations, but they
are representative of all other locations of interest, i.e., two or three diameters downstream from
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Figure 3. PDF calculations of the means of the axial velocity Ũ , turbulence frequency ω̃, the Reynolds
stress ũu, ũv, and the means and rms of the mixture fraction and temperature against N−1

pc at the location
of (45D, 1D) in the Sandia piloted flame E. (Circle: TAu; Diamond: NoTAu; Solid or dashed lines: linear
least square fit; Dotted lines: ±5% error.)

the nozzle. The results near the nozzle are very sensitive to the imposed inlet boundary condition,
so they are not appropriate for the current discussion.

3.3. Discussion

Based on the test cases of the Cabra lifted H2/N2 flame and the Sandia flame E by using TAu
and NoTAu, it can be concluded that both TAu and NoTAu are legitimate, consistent methods
in the sense that they converge to the same results as Npc tends to infinity. For finite Npc (e.g.,
100), TAu reduces the bias involved in unconditional statistics of PDF calculations considerably.
It confirms the correct design of the original velocity correction algorithm (Equation 7) [15]. The
results of the Cabra lifted H2/N2 flame reported in [7] are reproduced by using the current version
of the HYB2D with TAu. Compared to the early versions of the HYB2D used in [5–7], several
minor corrections and modifications have been made, and a new version of the ISAT library
[22] is used. The influence of these changes has been evaluated carefully and are found to be
negligible. The current bias convergence tests and the consistency of the Cabra lifted flame results
with the early version and the current updated version of the HYB2D enhance our confidence
in the correctness of the implementation of the PDF method. The current results of flame E
with NoTAu and Npc = 100 are consistent with those reported in [5, 6]. Thus, large bias is
involved in the unconditional statistics reported in [5, 6] due to the disabled time-averaging of the
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Combustion Theory and Modelling 539

Figure 4. The conditional means of the temperature and mass fractions of CO2, H2O, CO, H2 and OH
against N−1

pc at the location of x/D = 45 in the Sandia piloted flame E. (Circle: TAu; Diamond: NoTAu;
Solid or dashed lines: linear least square fit; Dotted lines: ±5% error.)

particle-to-particle quantities. However, this bias does not affect the conclusions drawn in those
papers. First, the inaccuracy of the results do not affect the qualitative conclusions of the relative
performance of different reaction mechanisms drawn in [6] and of the relative performance of
different mixing models drawn in [5]. Second, TAu affects the velocity field and the mixing field
directly. Once the velocity field and the mixing field are somehow calculated reasonably compared
to the experimental data as in [5, 6], the mixing process and the chemical reaction process are
not expected to be altered dramatically no matter the time-averaging strategy, as indicated by the
conditional statistics in Figures 2 and 4. This is discussed further in the next section.

4. Influence of the model constant Cω1

We have seen that bias, to some extent, corresponds to additional dissipation of TKE. In the
stochastic turbulence frequency model [8], increasing the model constant Cω1 also leads to
increased dissipation rate of TKE. In the numerical simulation, it is the total dissipation rate
(physical plus numerical, Equation 21) which affects the TKE. Hypothetically, a decrease in Cω1

can compensate for the bias error. This is an important issue for the following reason. The studies
of these flames (e.g., the Cabra flame and flame E) over the past decade have focused on the details
of the turbulence-chemistry interactions. In order to minimize the effects of shortcomings in the
turbulence models, the general practice is to adjust Cω1 (or Cε1) as needed to achieve the observed
jet spreading rates (as revealed by the radial profiles of mean mixture fraction, for example), and
different values for Cω1 have been used, e.g., 0.56 in [3], and 0.65 in [5–7]. According to the
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above hypothesis, calculations involving substantial bias require lower values of Cω1 (compared
to bias-free calculations) in order to match the observed jet spreading rates.

To test this hypothesis, PDF calculations with TAu or NoTAu (involving different amounts
of bias) and with different values of Cω1 are performed for the Cabra lifted flame and for Sandia
flame E. Figures 5 and 6 show the radial profiles of the means and rms of the mixture fraction,
temperature and OH mass fraction at different axial locations in the Cabra lifted H2/N2 jet flame
and in the Sandia flame E. The same numerical settings as in Figure 1 are used with Npc = 100,
Cω1 = 0.56 or 0.65, and TAu or NoTAu for the Cabra flame. For the results with the different
values of Cω1 using NoTAu in Figure 5, we can see that increasing Cω1 decreases the jet spreading
rate and rms of the mixture fraction, so we confirm that the higher the value of Cω1, the more
dissipative is the turbulence model. For the same value of Cω1(= 0.65), NoTAu gives an under-
prediction of the jet spreading rate and of the rms mixture fraction because of the numerical
dissipation εn involved in NoTAu which weakens the turbulent transport. Comparing the results
with TAu and Cω1 = 0.65 and the results with NoTAu and Cω1 = 0.56 in Figure 5, we can see
that both cases give very similar predictions of the radial mean and rms profiles of the mixture
fraction, temperature, and OH mass fraction.

For flame E in Figure 6, the numerical settings are the same as in Figure 3 with Npc = 100,
TAu or NoTAu, and different values for Cω1. The results with NoTAu and Cω1 = 0.65 (solid lines

Figure 5. Radial profiles of the means and rms of the mixture fraction, temperature and OH mass fraction
at the axial locations of x/D = 14 and 26 in the Cabra lifted H2/N2 jet flame. (Circles: experimental data;
Curves: PDF calculations using TAu with Cω1 = 0.65(solid), using NoTAu with Cω1 = 0.56 (dashed), and
using NoTAu with Cω1 = 0.65 (dash-dotted).)
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Combustion Theory and Modelling 541

Figure 6. Radial profiles of the means and rms of the mixture fraction, temperature and OH mass fraction
at the axial locations of x/D = 15 and 45 in the Sandia flame E. (Circles: experimental data; Curves: PDF
calculations using NoTAu with Cω1 = 0.65 (solid line), using TAu with Cω1 = 0.85 (solid line with plus),
using TAu with Cω1 = 0.75 (dashed line), using TAu with Cω1 = 0.70 (dash-dotted line), and using TAu
with Cω1 = 0.65 (dotted line).)

in Figure 6) agree with the experimental data very well (equivalent to the results presented in
[5, 6]), even though considerable bias is involved in the results. If TAu is used with Cω1 = 0.65
(dotted lines in Figure 6), the jet spreading rate is over-predicted as expected (because numerical
dissipation is removed by TAu). To achieve the same jet spreading rate using TAu as using
NoTAu with Cω1 = 0.65, it is necessary to increase Cω1. The results with different values of Cω1

(= 0.70 (dash-dotted lines), 0.75 (dashed lines), and 0.85 (solid lines with plus)) for flame E
are compared in Figure 6. To match the mean and rms profiles of the mixture fraction with the
experimental data, we can see that Cω1 = 0.70 is a reasonable choice. The results by TAu and
Cω1 = 0.70 (dashed line) and by NoTAu and Cω1 = 0.65 (points) in Figure 6 are still different,
but their overall agreement with the experimental data is similar. Thus, in some sense, the
effect of the bias error in the PDF calculations is similar to the effect of increasing the value
of Cω1.

In the previous PDF calculations, different values for Cω1 are used, e.g., 0.56 in [3], and 0.65
in [5–7]. In the calculations of the Sandia piloted flames by using the stand-alone particle method
[3], the good agreement between the numerical results and the experimental data is achieved
by using Cω1 = 0.56. The stand-alone particle method is expected to involve bias [18]. In the
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Figure 7. The difference in the BIs by TAu and different values of Cω1 relative to the BI by NoTAu and
Cω1 = 0.65.

later calculations of the same flames by using the hybrid FV/particle method [5, 6], very similar
results are obtained by using Cω1 = 0.65. The bias in [5, 6] is not small due to the disabled
time-averaging. However, the bias involved in the results in [5, 6] should still be less than that in
the results in [3] because the smooth FV fields are used in the particle method. By using TAu, we
use a higher value Cω1 = 0.7 by using the hybrid method to produce the similar results to those
in [5, 6]. Evidently, the increases in the value of Cω1 used is a result of the decreasing bias error
during the development of the solution algorithm of the PDF method.

The burning index (BI) is often used to quantify the amount of local extinction in the Sandia
piloted flames. To evaluate the sensitivity of the BIs to the values of Cω1 and to the time-averaging,
the relative difference of the BIs are presented in Figure 7 by TAu and different values of Cω1

relative to the BIs by NoTAu and Cω1 = 0.65 (equivalent to the results in [5, 6]). The BIs are
calculated in the identical way to those in [3, 6]. The relative difference of BIs based on the
temperature and the species mass fractions with Cω1 = 0.65 is evident (up to 25% for H2 mass
fraction at x/D = 7.5). The relative difference of BIs with Cω1 > 0.65 for all the test cases is
within 5% except for H2 mass fraction at x/D = 7.5 whose relative difference is within 11%. The
small relative difference of the current updated results by using different values of Cω1 (>0.65)
and TAu relative to the results presented in [5, 6] for flame E demonstrates that the qualitative
conclusions drawn in [5, 6] are not affected by the bias involved in those results.

The results presented in [3, 5, 6] and in this paper are quite similar, all in good agreement
with the experimental data. This reminds us that good agreement between numerical results and
experimental data does not necessarily indicate the numerical accuracy of numerical methods.
The numerical errors can be compensated for somehow by adjusting model constants. A com-
prehensive exploration of numerical properties (such as numerical accuracy and convergence) of
numerical methods is crucial for today’s numerical simulations.
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5. Conclusion

The time-averaging strategies in the hybrid solution method of the joint PDF method are inves-
tigated. The time-averaging of the mean fluctuating velocity (TAu) leads to the same variances
of the fluctuating velocity before and after the velocity correction for a fixed number of particles
per cell over a long time-averaging scale. Without TAu, the variances of the fluctuating velocity
before and after the velocity correction are different, and an additional numerical dissipation is
introduced for the turbulent kinetic energy. TAu reduces dramatically the bias involved in the
unconditional statistics of the tested turbulent flames, the Cabra H2/N2 lifted flame and the Sandia
flame E. The conditional statistics in these flame, however, are hardly affected by TAu. The effect
of the bias involved in the unconditional statistics is similar to the effect of increasing the value
of the model constant Cω1. The value of 0.7 for Cω1 is suggested to yield the similar results of
flame E with TAu to those without TAu and with 0.65 in [6, 5] (also in good agreement with the
experimental data).
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