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a b s t r a c t

Large scale combined Large-Eddy Simulation (LES)/Probability Density Function (PDF) parallel computa-
tions of reactive flows with detailed chemistry involving large numbers of species and reactions are com-
putationally expensive. Among the various techniques used to reduce the computational cost of
representing chemistry, the three approaches in widest use are: (1) mechanism reduction, (2) dimension
reduction, and (3) tabulation. In addition to these approaches, in large scale parallel LES/PDF computa-
tions, we need strategies to distribute the chemistry workload among the participating cores to reduce
the overall wall clock time of the computations. Here we present computationally-efficient strategies
for implementing chemistry in parallel LES/PDF computations using in situ adaptive tabulation (ISAT)
and x2f_mpi – a Fortran library for parallel vector-valued function evaluation (used with ISAT in this con-
text). To test the strategies, we perform LES/PDF computations of the Sandia Flame D with chemistry rep-
resented using (a) a 16-species augmented reduced mechanism; and (b) a 38-species C1–C4 skeletal
mechanism. We present three parallel strategies for redistributing the chemistry workload, namely (a)
PLP, purely local processing; (b) URAN, the uniform random distribution of chemistry computations
among all cores following an early stage of PLP; and (c) P-URAN, a Partitioned URAN strategy that redis-
tributes the workload only among partitions or subsets of the cores. We show that among these three
strategies, the P-URAN strategy (i) yields the lowest wall clock time, which is within a factor of 1.5
and 1.7 of estimates for the lowest theoretically achievable wall clock time for the 16-species and 38-spe-
cies mechanisms, respectively; and (ii) for reaction, achieves a relative weak scaling efficiency of about
85% when scaling from 2304 to 9216 cores and a relative strong scaling efficiency of over 60% when scal-
ing from 1152 to 6144 cores.

� 2012 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
1. Introduction reduced reaction mechanisms or dimension reduction methods
Computations of turbulent combustion flows using detailed
chemistry involving a large number of species and reactions are
computationally expensive. Modern chemical mechanisms of real
fuels involve hundreds or thousands of species and thousands of
reactions [1,2]. Incorporating such detailed chemistry in the com-
bustion flow calculations is computationally prohibitive. Among
the various efforts put into reducing the computational cost of rep-
resenting chemistry, the three approaches in widest use are: (1)
mechanism reduction to reduce the number of species and reactions
involved [3–5]; (2) dimension reduction to represent chemistry
using a reduced number of variables [6–9]; and (3) tabulation to re-
duce significantly the cost of expensive evaluations of the reaction
mappings involving ODE integrations [10–13]. In recent times,
combined methodologies have also been developed, wherein
ion Institute. Published by Elsevier
are used in conjunction with tabulation [14–17].
Due to the high computational cost of turbulent combustion

problems, most of the modern day simulations are performed in
parallel on multiple cores using distributed computing. Thus, in
addition to the aforementioned techniques, when performing large
scale parallel LES/PDF computations, strategies are needed to effi-
ciently distribute the chemistry workload among the participating
cores to reduce the overall wall clock time of the computations
[18–21]. In this paper we present parallel strategies for the imple-
mentation of chemistry using in situ adaptive tabulation (ISAT) [11]
and x2f_mpi – a Fortran 90/95 library for parallel vector-valued
function evaluation (used with ISAT in this context) [20]. The par-
allel strategies are tested by performing LES/PDF simulations of the
Sandia Flame D [22].

The work here is presented mainly in the context of large scale
parallel LES/PDF computations of turbulent reactive flows, in
which the ISAT algorithm has proved to be particularly efficient
at reducing the computational cost by more than two to three
Inc. All rights reserved.
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Nomenclature

Roman symbols
h enthalpy
p pressure
ne number of elements
ns number of species
z species specific moles
S chemical production rates
R(z, t) reaction mapping after time t starting from z
Dt reaction time step
Npc number of particles per cell
S size of ISAT table
Nc number of cores
Nt number of time steps
Nx � Ny � Nz LES grid size

Dx � Dy domain decomposition

Greek symbols
s time spent in the PLP stage in P-URAN
j partition size in P-URAN

Abbreviations
LES Large Eddy Simulation
PDF Probability Density Function
ISAT in situ adaptive tabulation
PLP purely local processing
URAN uniform random
P-URAN Partitioned URAN
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orders of magnitude [11,15]. However, the ISAT algorithm has been
successfully applied in many other fields like chemical engineering
[23], control [24], and solid mechanics [25]; and has also been
implemented in the commercial CFD package ANSYS Fluent
[16,17]. Hence, the parallel strategies presented in this work for
implementing chemistry in LES/PDF computations may have wider
applications in other fields also.

The outline of the remainder of the paper is as follows: in Sec-
tion 2 we describe our hybrid LES/PDF solver; in Section 3 we de-
scribe the parallel strategies implemented using ISAT and x2f_mpi
for implementing chemistry; in Section 4 we describe the compu-
tational details for simulating Sandia Flame D; in Section 5 we
present performance results for different parallel strategies; and fi-
nally in Section 6 we state our conclusions.
2. Hybrid LES/PDF solver

2.1. LES solver

In this study we use an LES solver based on a Stanford LES code
[26,27]. The LES solver solves the Eulerian transport equations for
mass, momentum and scalars using finite difference methods on
structured non-uniform grids. It supports both Cartesian and cylin-
drical coordinate systems; is second order accurate in space and
time; and is parallelized (using MPI) by domain decomposition in
two dimensions.
Fig. 1. LES/PDF simulation of the Sandia Flame D. Top: Instantaneous temperature
distribution on a 2D cut-plane through the axis of the computational domain. Dots
in the plot indicate every third grid node in the axial and radial directions. Bottom:
A 3D slice-view of the PDF particle temperature distribution in the computational
domain. Every fourth LES grid line is shown.
2.2. PDF solver

We use the PDF solver, HPDF, developed at the Turbulence and
Combustion Research Group at Cornell [28]. The HPDF solver has
second-order accuracy in space and time; supports Cartesian and
cylindrical coordinate systems; is parallelized (using MPI) by do-
main decomposition in two dimensions; and has a general inter-
face to facilitate coupling with existing LES (or RANS) solvers. In
this work we use the ‘‘one-way’’ coupling in our LES/PDF solver
as described in [28], i.e., LES flow field data is used in the PDF solu-
tion, however there is no feedback of temperature and density
from the PDF to LES solution. The LES solver uses its own as-
sumed-PDF Flamelet model to obtain density and temperature.
However, the thermo-chemical statistics reported in this work
are collected from the PDF particle data.

In HPDF, the thermo-chemical composition of the fluid within
the solution domain is represented by a large number of particles
(see Fig. 1). The HPDF solver has three main components which ac-
count for:
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1. transport: the motion of particles in the physical domain,
including a random-walk component to represent the effects
of subgrid-scale turbulent advection and molecular diffusion;

2. mixing: the change in composition of a particle due to mixing
with neighboring particles (which models the effects of molec-
ular mixing); and

3. reaction: the change in composition of a particle due to chemi-
cal reaction.

These components are implemented in fractional steps using
splitting schemes [29].

In this study we use the first-order TMR splitting scheme
(which is found to perform as well as the second-order splitting
scheme for jet flames [28]), which denotes taking fractional steps
of transport, T; mixing, M; and reaction, R in this order on each
time-step. The Kloeden and Platen (KP) [30] stochastic differential
equation (SDE) scheme is used to integrate the transport equations;
and the mixing is represented using the modified Curl [31] mixing
model. In the remainder of this section, we focus on the implemen-
tation details of the reaction fractional step.

2.3. Chemistry representation

We consider a reacting gas-phase mixture consisting of ns

chemical species, composed of ne elements. The thermo-chemical
state of the mixture (at a given position and time) is completely
characterized by the pressure p, the mixture enthalpy h, and the
ns-vector z of specific moles of the species.

In our LES/PDF computations, we neglect acoustic interactions
and compressibility (under the ‘‘low Mach number’’ approxima-
tion), and assume that the thermodynamic variables are decoupled
from the small variations in pressure about some fixed specified
background pressure field, p = p0. Thus only p0 is coupled to the
thermodynamic variables, and (given p0) the thermo-chemical
state is fully characterized by {z,h}. In the HPDF solver, the parti-
cles carry the composition {z,h}.

In the reaction fractional step, a particle’s chemical composition
z evolves (at constant enthalpy h) in time according to the follow-
ing set of ordinary differential equations (ODEs)

dzðtÞ
dt
¼ SðzðtÞÞ; ð1Þ

where S is the ns-vector of chemical production rates determined by
the chemical mechanism used to represent the chemistry.

The reaction mapping, R(z, t) is defined to be the solution to Eq.
(1) after time t starting from the initial composition z. The reaction
mapping obtained by directly integrating the set of ODEs given by
Eq. (1) is referred to as a direct evaluation (DE). We use DDASAC
[32] for performing ODE integration.

Owing to the large cost of direct evaluation of reaction map-
pings involving large numbers of species, in situ adaptive tabula-
tion (ISAT) is used in the HPDF solver to reduce the cost of
chemistry calculations. In addition, we use the x2f_mpi library to
distribute the chemistry workload efficiently among the participat-
ing cores in large scale parallel LES/PDF simulations. The details of
the implementation are discussed in Section 3.

2.4. Domain decomposition

The LES computations are performed on structured non-uni-
form grids in Cartesian or cylindrical coordinate system. We de-
note the grid used for LES computations by Nx � Ny � Nz (in the
three principal directions). In performing parallel LES/PDF compu-
tations (using the hybrid LES/HPDF solver) on Nc cores, the compu-
tational domain is decomposed into Nc sub-domains and each core
performs the computations of one sub-domain. The domain
decomposition is done in the first two principal directions, and is
denoted by Dx � Dy, where DxDy = Nc. The domain decomposition
is done such that Nx and Ny are exact multiples of Dx and Dy, respec-
tively. In addition, the domain decomposition in the LES solver is
restricted by the grid size such that Dx 6 Nx/2 and Dy 6 Ny/2, i.e.,
each slice in a given dimension must contain at least two grid
points. The HPDF solver has the capability to use its own domain
decomposition independent of the LES solver, but in the current
study, we use the same domain decomposition in both the LES
and HPDF solvers.
2.5. Compute cluster architecture and parallelization

For the sake of consistency, all the results presented in this
work are obtained on the TACC Ranger cluster. Each node on Ran-
ger contains four AMD Opteron Quad-Core 64-bit processors, i.e.,
16 cores in all, with 32 GB of memory (2 GB per core).

In our LES/HPDF solver, each sub-domain is assigned to one core
(independent of the cluster architecture), and the inter-core com-
munication is implemented using MPI. From the implementation
point of view, the intra-node communication between two cores
on a single node is not treated differently from the inter-node com-
munication between two cores on two different nodes. This en-
sures the code is highly robust and portable, properties that
would be difficult to achieve with a hybrid parallel implementation
blending multithreading with message passing [33]. Obviously,
though, the actual MPI core-to-core communication time is af-
fected by details of the cluster architecture and connectivity; the
influence of these factors will be discussed in Section 5.4.
3. Parallel strategies for implementing chemistry

In performing parallel LES/PDF computations with chemistry
tabulation using ISAT, each core has its own ISAT table for tabulat-
ing the chemistry. On the reaction fractional step, the reaction
mappings for all the particles in the computational domain need
to be evaluated. A particle whose reaction mapping has been eval-
uated is called a resolved particle; and the act of resolving a particle
by successfully retrieving a linear approximation to the reaction
mapping from an ISAT table is called a retrieve. In parallel compu-
tations, given a particle on a core, the following ISAT operations
can be invoked using x2f_mpi in an attempt to resolve the particle:

1. attempt to retrieve from the local ISAT table (also referred to as
a ‘‘quick try’’);

2. if ‘‘quick try’’ fails, make one (or more) attempt (s) to retrieve
from remote ISAT table (s);

3. if all the retrieve attempts fail, do a direct evaluation (followed by
addition to the ISAT table) on the local core or on a remote core.

The goal is of course to resolve all the particles in the minimum
possible wall clock time by redistributing the chemistry workload
among all the cores. But this is not a trivial task because:

1. the time required to resolve a given particle is unknown ahead
of time;

2. the time to resolve a particle may vary by 4 orders of magni-
tude, as the retrieve time from an ISAT table is typically
Oð10Þ ls while a direct evaluation may take Oð105Þ ls (using
DDASAC [32] for mechanisms involving 100 or more species);

3. furthermore, the probability of retrieving from an ISAT table
depends on the history and duration of the run.

The x2f_mpi library [20] is used as an interface between the
HPDF solver (for the reaction fractional step) and the ISAT tables



radial

ax
ia
l

0

4

8

12

16

20

24

28

32

36

40

44

48

52

56

60

1

5

9

13

17

21

25

29

33

37

41

45

49

53

57

61

2

6

10

14

18

22

26

30

34

38

42

46

50

54

58

62

3

7

11

15

19

23

27

31

35

39

43

47

51

55

59

63

Fig. 2. A schematic showing LES/HPDF domain decomposition of 16 � 4 for Nc = 64
cores (indicated by cores ranked from 0 to 63), and formation of partitions of size
j = 8 (indicated by thick lines) for applying the P-URAN[s,j = 8] strategy.
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to redistribute the chemistry workload (of resolving all the parti-
cles) efficiently among the participating cores to reduce the overall
wall clock time of the computations.

A thorough discussion of the use of x2f_mpi library in conjunc-
tion with ISAT to redistribute chemistry workload is provided in
[20]. Two of the strategies, namely (i) Purely Local Processing
(PLP) and (ii) Uniform Random Distribution (URAN), presented in
[20], are described here in the context of LES/PDF computations.
Additionally, here we present a new strategy, Partitioned URAN
(P-URAN), which is shown to perform better than the PLP and
URAN strategies, and which scales well to large number of cores.

1. Purely Local Processing (PLP): In this strategy, all the particles
on a core are resolved (i.e., the reaction mapping is evaluated)
using the local ISAT table without any message passing or load
redistribution. This in some sense is the same as invoking ISAT
directly from HPDF on each core without using the x2f_mpi
interface. The main advantages of this strategy are:
(a) ease of implementation;
(b) no communication cost;
(c) higher probability of retrieving particles from the local

table;
and the main disadvantage is:
(a) load imbalance, especially between cores handling compu-

tation of sub-domains in the reactive zone versus cores han-
dling computation of sub-domains in the coflow/air, leading
to relatively high wall clock time.

2. Uniform Random Distribution (URAN): This strategy aims at
achieving statistically ideal load balancing by evenly distribut-
ing the chemistry workload among all the participating cores.
The strategy involves one initial HPDF step of PLP to initialize
the local ISAT tables. In the subsequent steps, on each core, a
‘‘quick try’’ is first made to attempt to resolve particles by
retrieving from the local ISAT table; following this, there is a
uniform random distribution of all the unresolved particles to
all the cores. This strategy thus ensures that every core receives
(approximately) the same number of particles to resolve, with a
similar distribution of particles from the reactive and non-reac-
tive zones of the computational domain. The main advantage of
this strategy is:

(a) close to ideal load balancing, after the initial ‘‘quick try’’
lookup;

and the disadvantages are:
(a) relatively costly all-to-all communication;
(b) lower probability of retrieving particles (due to the random

distribution of unresolved particles over all the cores);
(c) poor scaling (to large number of cores) due to all-to-all

communication.
3. Partitioned Uniform Random Distribution (P-URAN): This is a

new strategy which is a combination of the previous two, PLP
and URAN, strategies. This strategy works in two stages: in
stage 1 (for a specified duration of time) the PLP strategy is used
to resolve particles on all cores at each time step; then in stage
2 (for the remainder of the time steps), the participating cores
are partitioned into smaller groups, and within each partition
the URAN strategy is used to uniformly distribute the chemistry
workload among the cores in that partition. The advantages of
this strategy are:
(a) relatively higher probability of retrieving from the local

tables due to the initial PLP stage;
(b) reduced communication cost compared to URAN (commu-

nication restricted to within smaller partitions);
(c) good load balancing within partitions;
(d) good scaling to large number of cores;
and some of the disadvantages are:
(a) load imbalance among different partitions;
(b) the need to determine additional parameters: (i) duration of

the PLP stage; and (ii) size of the partitions.

To specify the parameters used in the P-URAN strategy, in the
remainder of the text we use the notation: P-URAN[s,j], where s
denotes the time (in hours) spent in the PLP stage (in addition to
the first initialization time step); and j denotes the size of the par-
titions, i.e., partitions of j cores are formed from the overall Nc cores
used in the computations (which means that the number of parti-
tions used is Nc/j). Since the dominant load imbalance is caused
in the radial direction in the simulation of jet flames, in this study
we choose j to be a multiple of the domain decomposition in the
radial direction, Dy, and form partitions in the axial direction by
grouping together the domains in the radial direction as shown in
the schematic Fig. 2 for applying P-URAN[s,j = 8] strategy with
Nc = 64, Dx = 16, Dy = 4. (As discussed later in Section 5.4, it is also
desirable to have Dy and j to be exact multiples of the number of
cores per node on the compute cluster (for example 16 on Ranger)).

In addition to the PLP and URAN strategies, in [20] two more
strategies are presented: (i) the preferential distribution (PREF)
strategy; and (ii) an ‘‘on the fly’’ adaptive distribution strategy,
which blends PLP, URAN and PREF. In [20], the PREF and adaptive
strategies are tested using the Partially-Stirred Reactor (PaSR)
using up to 64 cores, and are found to perform better than the
PLP and URAN strategies. However, in the current study, we do
not find the PREF and adaptive strategies performing any better
than the PLP or URAN strategy when applied to the LES/PDF simu-
lation of the Sandia Flame D using more than 1000 cores, presum-
ably due to one or more of the following reasons:

1. LES/PDF simulation of the Sandia Flame D exhibits significantly
more load imbalance (among the jet, pilot and coflow regimes)
compared to the PaSR setup used in [20], and so efficient redis-
tribution of chemistry workload is harder for Sandia Flame D;

2. the PREF and adaptive strategies involve significantly more MPI
communication than other strategies, and the communication
may not scale well to a large number of cores (more than
1000) used in the current study.
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We are still investigating these reasons, but nonetheless, the
new P-URAN strategy presented here is shown to perform within
a factor of 1.5–1.7 of estimates for the best that can be achieved
(in terms of simulation wall clock time); and scales well up to
9216 cores.
4. LES/PDF simulation of Sandia Flame D

To test the chemistry implementation we perform LES/PDF sim-
ulations of the Sandia Flame D.

4.1. Sandia Flame D

The Sandia Flame D is a piloted CH4/Air jet flame operating at a
jet Reynolds number, Re = 22,400. All the details about this flame
and the burner geometry can be found at [22]. Here we mention
only some of the important aspects of this flame.

The jet fluid consists of 25% CH4 and 75% air by volume. The jet
flows in at 49.6 m/s velocity at 294 K temperature and 0.993 atm
pressure. The jet diameter, D = 7.2 mm. The pilot is a lean (equiva-
lence ratio, U = 0.77) mixture of C2H2, H2, air, CO2, and N2 with the
same nominal enthalpy and equilibrium composition as that of
CH4/Air at this equivalence ratio. The pilot velocity is 11.4 m/s.
The coflow is air flowing in at 0.9 m/s at 291 K and 0.993 atm.

4.2. Computational details

We perform LES/PDF simulation of the Sandia Flame D using the
coupled LES/HPDF solver. The simulation is performed in a cylin-
drical coordinate system. A computational domain (see Fig. 1) of
80D � 30D � 2p is used in the axial, radial and azimuthal direc-
tions, respectively. A non-uniform structured grid of size
192 � 192 � 96 (in the axial, radial and azimuthal directions,
respectively) is used for the LES solver. In the HPDF solver (for
the base case), the number of particles per LES cell (Npc) used is
Npc = 40. With a total of 192 � 192 � 96 � 3.5 � 106 LES cells, an
overall 140 � 106 particles are used in the computational domain.

To represent the chemistry we consider two different
mechanisms:

1. 16-species augmented reduced mechanism (ARM1) [34]; and
2. 38-species C1–C4 skeletal mechanism [35]. (This mechanism is

developed especially for ethylene combustion, but is also appli-
cable to methane flames.)

In this study, we are not interested in comparing the accuracy of
representing chemistry using these two mechanisms, but are only
interested in studying the parallel performance of chemistry
implementation using these two mechanisms involving different
numbers of species.

A fixed ISAT error tolerance, �tol = 10�4 (which yields less than
3% tabulation error for both the mechanisms), is used in this study.
In addition, we specify a maximum allowed ISAT table size, S, per
core. In the simulations, when an ISAT table on a core becomes
completely filled, then subsequent unresolved queries on that core
are resolved using direct evaluation. We typically specify a maxi-
mum ISAT table size of S 6 1 GB because for tables of size over
1 GB, the search and add times in ISAT become large and are some-
times comparable to direct evaluation time. For the 16-species
mechanism we specify a maximum ISAT table size of S = 600 MB
per core; and for the 38-species mechanism we specify
S = 1000 MB per core. In simulations with the 16-species mecha-
nism, none of the tables become filled over the duration of the runs
covered in this report, however with the 38-species mechanism
some tables (near the flame front with the PLP or P-URAN strategy)
reach the maximum specified size limit. (For mechanisms involv-
ing over 40 species, we typically use a dimension reduction meth-
od like the rate-controlled constrained-equilibrium (RCCE) [6,15]
to reduce the number of tabulated variables to 20–30, thereby
reducing the ISAT table size [36].)
5. Results

The LES/PDF simulation tests are performed in three phases
(more computational details are given in the later sections):

� Phase 1: Base case. In this phase we perform an LES/PDF simu-
lation of the Sandia Flame D to obtain a statistically-stationary
flame.
� Phase 2: Comparison of parallel strategies. In this phase, start-

ing from the statistically-stationary base case, we compare the
performance of various parallel strategies implemented using
x2f_mpi.
� Phase 3: Scaling studies. In this phase we perform weak and

strong scaling studies with different x2f_mpi strategies using
up to 9216 cores.

All the simulations are performed on the Texas Advanced Com-
puting Center (TACC) Ranger cluster.

5.1. Base case

We perform separate LES/PDF simulations of the Sandia Flame
D with chemistry represented using the 16-species and 38-species
mechanisms on 1024 cores (using 64 � 16 domain decomposition)
until a statistically-stationary state is reached.

After reaching the statistically-stationary state, for the simula-
tion using the 38-species mechanism, we collect statistics for ther-
mo-chemical quantities from the PDF particle data time-averaged
over 10,000 time steps (which corresponds to about three flow
through times based on the jet inlet velocity). Figures 3 and 4 show
comparisons of radial profiles of azimuthally-averaged and time-
averaged density-weighted mean and standard-deviation statistics
with the experimentally the measured statistics [22] at axial
locations x/D = 15, 30, 45. A good qualitative agreement between
the simulated and experimentally measured statistics is observed,
which is adequate for the current study as the main focus is on the
efficient parallel implementation of chemistry. There have been
many previous studies of the Sandia Flame D using PDF and LES
based methods [37–41]. A slightly better prediction for the peak
value of the mean temperature at x/D = 15 is obtained in [37,38],
however overall a similar level of agreement for species mass
fractions is observed in these studies.

5.2. Comparison of parallel strategies

Starting from the respective base cases for the 16-species and
38-species mechanisms, we employ the PLP, URAN and P-URAN
parallel strategies, and compare the overall wall clock time for run-
ning a fixed number of simulation time steps on 1024 cores. To test
P-URAN, we consider the P-URAN[0.2 h,32] strategy for the 16-
species mechanism, and the P-URAN[0.1 h,32] strategy for the
38-species mechanism. P-URAN sensitivity results to changes in
the time spent in the PLP stage (s) and the partition size (j) are
presented in the next section.

For the 16-species and 38-species mechanisms we perform
Nt = 2000 and Nt = 1000 simulation time steps, respectively. (We
perform fewer simulation time steps with the 38-species mecha-
nism due to relatively expensive chemistry and limited availability
of compute hours on the TACC Ranger cluster.) The timing results



Fig. 3. Radial profiles of time-averaged density-weighted mean temperature T, and mass fraction of species CH4, O2, CO2, OH at axial locations x/D = 15, 30, 45 obtained from
experimental data and an LES/PDF simulation using the 38-species mechanism.
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using different strategies are shown in Figs. 5 and 6 using bar
charts for the 16-species and 38-species mechanisms, respectively.
The bars show the breakdown of time spent in LES, HPDF (outside
reaction) and Reaction (including x2f_mpi communication time, if
any). Also shown is the Waiting time, which is indicative of the
load imbalance caused by reaction, with a lower bound of zero
indicating perfect reaction load balancing, and an upper bound
equal to the Reaction time for the extreme case where the com-
plete reaction load is concentrated on a single core at each time
step. The method used to compute these wall clock time statistics
is explained in Appendix A. In these figures, for comparison, we
also show the wall clock time for the case where the chemistry
in the LES/HPDF simulation is represented using a single scalar
(mixture-fraction) based flamelet implementation (without using
ISAT). Additionally we show two estimates of the best wall clock
time that can be achieved using ISAT/x2f_mpi if (i) all the cores
have pre-built ISAT tables, and all the particles can be resolved
by retrieving reaction mappings from the local tables; and (ii)
the communication cost is zero, and the chemistry workload,
allowing for a typical fraction of direct evaluations in addition to
retrieves, is perfectly balanced among all the cores. The method
used to make the best wall clock time estimates is explained in
Appendix B.
A summary of relative wall clock times required for simulating
the Sandia Flame D with the chemistry represented using different
methods is given in Table 1.

Based on these results, we can draw the following
conclusions:

1. for both the mechanisms, the waiting time, which is indicative
of the extent of the load imbalance, is maximum for PLP, mini-
mum for URAN (due to near-ideal load balancing), and moder-
ate for P-URAN (mainly due to load imbalance across
partitions);

2. in the P-URAN strategy, for the 16-species and 38-species
mechanisms respectively, more than 40% and 60% of the overall
wall clock time is spent on reaction, confirming that reaction is
the most expensive part of these computations;

3. the P-URAN strategy yields the lowest wall clock time for both
the mechanisms: more than 25% less than PLP or URAN for the
16-species mechanism; and about 10% and 50% less than URAN
and PLP, respectively for the 38-species mechanism;

4. the wall clock time with P-URAN is within a factor of 1.5 and
1.7 of the best wall clock time estimates (based on no
communication) for the 16-species and 38-species mecha-
nisms, respectively;



Fig. 4. Radial profiles of time-averaged density-weighted standard deviation of temperature T, and mass fraction of species CH4, O2, CO2, OH at axial locations x/D = 15, 30, 45
obtained from experimental data and an LES/PDF simulation using the 38-species mechanism.
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5. the P-URAN strategy, compared to the simple single scalar
based flamelet representation, is more expensive by a factor
of only 2.7 for 16-species and 5.4 for 38-species.

In short, we have shown that the P-URAN strategy performs
much better than the PLP and URAN strategies, and yields wall
clock time within a factor of 1.5 and 1.7 of estimates for the lowest
theoretically achievable wall clock time for the 16-species and 38-
species mechanisms, respectively.

Here we have compared the relative performance of the three
strategies after the flame has reached a statistically-stationary
state, and we find that the P-URAN strategy performs the best. A
great deal of computational time can be expended reaching the
statistically-stationary state, but even during these initial compu-
tations the P-URAN strategy is expected to perform the best. A rel-
atively brief time should be spent in the PLP stage (in P-URAN)
during these initial computations, because the chemistry in the do-
main is evolving quickly, which reduces the chances of a local
retrieve.

5.2.1. P-URAN: sensitivity tests
In the previous section we considered specific strategies P-UR-

AN[0.2 h,32] (for the 16-species mechanism) and P-URAN[0.1 h,32]
(for the 38-species mechanism) for testing P-URAN. Here we per-
form sensitivity studies to see how P-URAN performs with changes
in the time spent in the PLP stage (s) and the partition size (j).

By definition, the P-URAN strategy has the following limits in
which it reduces to the PLP or URAN strategy:

� P-URAN[s =1,j] = PLP
� P-URAN[s,j = 1] = PLP
� P-URAN[s = 0,j = Nc] = URAN

In our tests with the P-URAN strategy, we typically use a value
of s less than 0.5 h,and choose a partition size, j, which is a multi-
ple of the domain decomposition in the radial (or lateral) direction,
Dy, and is preferably closer to

ffiffiffiffiffiffi
Nc
p

. In the sensitivity results pre-
sented here, we show that the wall clock time with the P-URAN
strategy shows very little sensitivity to changes in the values of
s and j in the typical range of values that we might use in our
computations, and consistently performs better than the PLP and
URAN strategies. We have not tried to study how the P-URAN
strategy approaches the aforementioned limits for extreme values
of s and j.

First, we fix the partition size, j = 32, and vary the time spent in
the PLP stage, s, from 0 to 5 h,and compute the overall wall clock



Fig. 5. LES/PDF simulation of Sandia Flame D with the 16-species mechanism on
Nc = 1024 cores. Wall clock time for 2000 time steps along with breakdown of time
spent in LES, HPDF (outside reaction), Reaction (including x2f_mpi communication)
and Waiting (average idle time) using different parallel strategies. From bottom to
top: (1) Flamelet – using mixture-fraction based flamelet representation of
chemistry; (2) Estimate (only retrieves) – estimate based on performing only local
retrieves using pre-built ISAT tables; (3) Estimate (no commun.) – estimate based
on perfect load balancing with no communication cost; (4) P-URAN[0.2 h,32]; (5)
PLP and (6) URAN.

Fig. 6. LES/PDF simulation of Sandia Flame D with the 38-species mechanism on
Nc = 1024 cores. Wall clock time for 1000 time steps along with breakdown of time
spent in LES, HPDF (outside reaction), Reaction (including x2f_mpi communication)
and Waiting (average idle time) using different parallel strategies. From bottom to
top: (1) Flamelet – using mixture-fraction based flamelet representation of
chemistry; (2) Estimate (only retrieves) – estimate based on performing only local
retrieves using pre-built ISAT tables; (3) Estimate (no commun.) – estimate based
on perfect load balancing with no communication cost; (4) P-URAN[0.1 h,32]; (5)
PLP and (6) URAN.

Table 1
Summary of relative overall wall clock times required for simulating the San
methods for representing chemistry.

Method Chemistry (species, ns)

LES/flamelet 1
LES/HPDF/flamelet 1
LES/HPDF/PLP 16
LES/HPDF/URAN 16
LES/HPDF/P-URAN 16
LES/HPDF/PLP 38
LES/HPDF/URAN 38
LES/HPDF/P-URAN 38

V. Hiremath et al. / Combustion and Flame 159 (2012) 3096–3109 3103
time for running Nt = 2000 time steps for the 16-species mecha-
nism. The wall clock time with different strategies is shown in
Fig. 7 along with breakdown of time spent in LES, HPDF (outside
reaction), Reaction and Waiting in the P-URAN tests. We see that
the P-URAN strategy shows very little sensitivity to changes in
the time spent in the PLP stage, and the lowest wall clock time is
achieved near s = 0.3 h. The overall wall clock time for the simula-
tion increases by only about 1 h as the time spent in the PLP stage is
increased from 0 to 5 h. And in this entire range, P-URAN consis-
tently performs better than PLP and URAN strategies. The reason
for this can be understood by studying the breakdown of the wall
clock time for the P-URAN tests presented in Fig. 7. We see that
as more time is spent in the PLP stage, the Waiting time increases
due to the initial load imbalance in the PLP stage. However, a longer
time spent in PLP in stage 1 increases the chances of retrieving from
the local ISAT tables in stage 2, and so reduces the Reaction time in
the stage 2 of P-URAN, thereby yielding approximately the same
overall wall clock time for the simulation. The relatively slow
approach of the P-URAN wall clock time towards the PLP time also
shows that the stage 2 in P-URAN significantly reduces the overall
wall clock time relative to using only PLP for the entire simulation.
The P-URAN strategy with more time spent in the PLP stage is
expected to show better relative performance for longer simula-
tions due to increased chances of local retrieves. In these tests,
out of the 2000 time steps, the number of steps completed in the
PLP stage with s = 0.5, 1, 3 and 5 h is 112, 246, 977 and 1665
respectively. In general when performing 24 h simulations using
the P-URAN strategy, the data suggests using a value of s between
0.5 and 1 h, which corresponds to performing about 100–200 time
steps (i.e., resolving Oð107Þ particles per core) in the PLP stage.

Next, we fix the time spent in the PLP stage, s = 0.2 h and change
the partition size, j, to 16, 32 and 64. The results are shown in Fig. 8.
Here again, the P-URAN strategy shows very little sensitivity to
changes in the partition size. This again is because of a balance
achieved between the communication cost and load imbalance. As
seen in the breakdown of the wall clock time for the P-URAN tests
presented in Fig. 8, smaller partitions reduce the communication
cost, but increase the load imbalance between partitions and thus
increase the Waiting time. On the other hand, bigger partitions
achieve better load balance and reduce the Waiting time, but result
in more communication cost and thus increase the Reaction
time. For this reason, we suggest using a partition size close toffiffiffiffiffiffi

Nc
p

to strike a balance between the communication cost and load
imbalance.

Sensitivity studies with the 38-species mechanism yielded sim-
ilar results, and hence are not presented here for conciseness.

5.3. Parallel scalability

To assess the parallel scalability of our combined LES/HPDF sol-
ver to large numbers of cores, in the next two subsections we study
the weak and strong scaling of our solver.
dia Flame D (based on results presented in Figs. 5 and 6) using different

Wall clock time

(Rel. to LES/flamelet) (Rel. to LES/HPDF/flamelet)

1 0.3
3.2 1

11.9 3.7
12.6 3.9

8.6 2.7
33.9 10.6
19.5 6.1
17.3 5.4



Fig. 7. P-URAN sensitivity tests with the 16-species mechanism. Top: wall clock
time for 2000 time steps with (i) PLP; (ii) URAN; and (iii) P-URAN[s,32] with time s
spent in PLP varied from 0 to 5 hours. Bottom: breakdown of wall clock time spent
in LES, HPDF (outside reaction), Reaction (including x2f_mpi communication) and
Waiting (average idle time) in the P-URAN tests.

Fig. 8. P-URAN sensitivity tests with the 16-species mechanism. Top: wall clock
time for 2000 time steps with (i) PLP; (ii) URAN; and (iii) P-URAN[0.2 h,j], with the
partition size, j = 16, 32, 64. Bottom: breakdown of wall clock time spent in LES,
HPDF (outside reaction), Reaction (including x2f_mpi communication) and Waiting
(average idle time) in the P-URAN tests.
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5.3.1. Weak scaling
The weak scaling study determines how the computational

time varies with number of cores for a fixed workload per core.
Accordingly, the overall problem size is increased in proportion
to the number of cores to measure the scalability of the solver.
Here the weak scaling tests consist of increasing the number of
particles per cell (Npc) in proportion to the number of cores.

We perform weak scaling tests with the URAN and P-URAN
strategies. Typically we use 30–50 particles per cell (Npc) in LES/
PDF computations. We start the weak scaling tests from 2304 cores
with Npc = 30 and go up to 9216 cores with Npc = 120. (We do not
start the weak scaling tests from around 1000 cores to avoid an
unrealistically large value of Npc at 9216 cores.) The details of the
tests performed for the 16-species and 38-species mechanisms
are provided in Table 2. In each case, we perform an LES/PDF sim-
ulation for Nt = 1000 time steps. The wall clock time per time step
(averaged over 1000 time steps) along with breakdown of time
spent in LES, HPDF (outside reaction), Reaction and Waiting for
the 16-species and 38-species mechanisms is shown in Figs. 9
and 10, respectively. We see that the P-URAN strategy consistently
performs better than URAN on all four of the core counts for both
the mechanisms, and also shows better weak-scaling up to 9216
cores than the URAN strategy. For the 16-species mechanism, com-
pared to results presented in Fig. 5, in the weak scaling results
(Fig. 9) the P-URAN strategy does not perform significantly better
than URAN because these are relatively smaller runs (1000 time
steps) and we expect the wall clock time with P-URAN to improve
for longer runs due to increased probability of local retrieves and
reduced communication cost. In Fig. 10, we notice that the Reac-
tion time with the P-URAN strategy is not monotonic, and the wall
clock time slightly reduces when moving from 4608 to 6144 cores.
This could simply be due to load variations on the compute cluster.
As mentioned in Appendix A, we typically observe a 5% variation in
the computed wall clock times on repeated runs of our solver.

In order to quantify the weak scaling behavior more accurately,
we define the weak scaling efficiency at Nc cores relative to a base
case at Nb cores, denoted by EW(NcjNb), as

EWðNcjNbÞ ¼
TðNbÞ
TðNcÞ

; ð2Þ

where T(Nb) and T(Nc) denote the wall clock time using Nb and Nc

cores, respectively. Here we take the base case to be Nb = 2304
cores. The relative weak scaling efficiency overall and of reaction
for the 16-species and 38-species mechanisms using the URAN
and P-URAN strategies is shown in Fig. 11. We see that

1. at higher core counts the relative weak scaling efficiency with
P-URAN is better than URAN by 5–10%;

2. with P-URAN the relative weak scaling efficiency of reaction at
9216 cores is close to 85% for both the mechanisms, and over
90% overall.

5.3.2. Strong scaling
The strong scaling study determines how the computational

time varies with number of cores for a fixed overall problem size.
For ideal strong scalability, the time to solution for the LES/PDF sol-
ver would decrease in inverse proportion to the number of cores
employed (so-called linear speedup).



Table 2
Computational details of the weak-scaling tests performed for the 16-species and 38-species mechanisms using the URAN and P-URAN strategies.

Nc Dx � Dy Npc Strategies (16-species mech.) Strategies (38-species mech.)

2304 48 � 48 30 URAN, P-URAN[0.2 h,48] URAN, P-URAN[0.1 h,48]
4608 96 � 48 60 URAN, P-URAN[0.2 h,48] URAN, P-URAN[0.1 h,48]
6144 96 � 64 80 URAN, P-URAN[0.2 h,64] URAN, P-URAN[0.1 h,64]
9216 96 � 96 120 URAN, P-URAN[0.2 h,96] URAN, P-URAN[0.1 h,96]

Fig. 9. Weak scaling tests using the URAN and P-URAN strategies with the 16-
species mechanism (test details provided in Table 2) for Nt = 1000 time steps. Top:
weak scaling – wall clock time per time step spent in LES, HPDF (outside reaction),
Reaction and Overall. Bottom: breakdown of wall clock time spent in LES, HPDF
(outside reaction), Reaction (including x2f_mpi communication) and Waiting
(average idle time).

Fig. 10. Weak scaling tests using the URAN and P-URAN strategies with the 38-
species mechanism (test details provided in Table 2) for Nt = 1000 time steps. Top:
weak scaling – wall clock time per time step spent in LES, HPDF (outside reaction),
Reaction and Overall. Bottom: breakdown of wall clock time spent in LES, HPDF
(outside reaction), Reaction (including x2f_mpi communication) and Waiting
(average idle time).
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We perform strong scaling studies with just the P-URAN strat-
egy on 1152–9216 cores. In these strong scaling tests, we use a
fixed number of particles per cell, Npc = 40, and increase the num-
ber of cores to see how different parts of the code scale. We per-
form Nt = 2000 and Nt = 1000 time steps with the 16-species and
38-species mechanisms, respectively. The computational details
of the tests performed are listed in Table 3. Here to determine
the strong scaling, we estimate the wall clock time per time step
for each core count using two methods:

1. by computing the average wall clock time per time step over
the first Nt � Nc/9216 time steps; this corresponds to the same
average number of particles evaluated per core for each core
count;

2. by computing the average wall clock time per time step over
the complete Nt time steps; this corresponds to same overall
workload independent of core count.

Among these, the first estimate gives a more accurate measure
of strong scaling for the reaction due to approximately same
number of particles evaluated per core. The wall clock time per
time step using the above two estimates (along with breakdown
of time spent in LES, HPDF (outside reaction), Reaction and Wait-
ing) for the 16-species and 38-species mechanisms is shown in
Figs. 12 and 13, respectively.

In these results, we observe the following:

1. The LES solver does not show much, if any, parallel speedup in
this range of cores. (The Stanford LES code is found not to scale
well beyond 500–1000 cores.) However, even on 9216 cores,
the LES time represents just 10% of the total time, and so this
is not a critical issue in these tests.

2. The HPDF solver shows some parallel speedup on up to 4608
cores, but flattens out beyond that.

3. The reaction part shows a monotonically decaying wall clock
time on up to 9216 cores for both the mechanisms. Superfi-
cially, the data appear to fit a power law, but the behavior could
equally well be explained by a model such as Amdahl’s Law.

4. Beyond 4608 cores, the wall clock time of the parts of the code
that do not scale well starts becoming comparable to the reac-
tion time, and hence the overall speedup begins to deteriorate.



Fig. 11. Relative weak scaling efficiency of Reaction and Overall using the URAN
and P-URAN strategies. Top: with the 16-species mechanism for a simulation of
Nt = 1000 time steps. Bottom: with the 38-species mechanism for a simulation of
Nt = 1000 time steps.
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Similar to the relative weak scaling efficiency (Eq. (2)), in order
to quantify the strong scaling behavior more accurately, we define
the strong scaling efficiency at Nc cores relative to a base case at Nb

cores, denoted by ES(NcjNb), as

ESðNcjNbÞ ¼
Nb

Nc
� TðNbÞ

TðNcÞ

� �
; ð3Þ

where in this case we take the base case to be Nb = 1152 cores. We
measure the relative strong scaling efficiency up to 9216 cores, indi-
vidually for LES, HPDF (outside reaction), Reaction and Overall. The
relative strong scaling efficiency (with respect to the base case at
Nb = 1152 cores) for the 16-species and 38-species mechanisms is
shown in Fig. 14.

In these strong scaling results we notice:

1. at Nc = 9216 cores, the relative strong scaling efficiency of reac-
tion for the 16-species mechanism is about 50% and for the 38-
species mechanism is close to 60%. However, up to Nc = 6144
cores, the relative strong scaling efficiency of reaction stays
above 60% for both the mechanisms;
Table 3
Computational details of the strong-scaling tests performed for the 16-spec

Nc Dx � Dy Npc Strategi

1152 96 � 12 40 P-URAN
2304 96 � 24 40 P-URAN
4608 96 � 48 40 P-URAN
6144 96 � 64 40 P-URAN
9216 96 � 96 40 P-URAN
2. the LES and HPDF parts show poor scaling, with respective rel-
ative strong scaling efficiencies dropping below 30% and 40%
beyond Nc = 6144 cores for both the mechanisms;

3. the overall relative strong scaling efficiency drops below 50%
and 60% beyond Nc = 6144 cores for the 16-species and 38-spe-
cies mechanisms, respectively.

In short, these results show that the overall scaling still needs
significant improvement, especially in the LES and HPDF parts.
However, the reaction part alone with the P-URAN strategy shows
acceptable strong scaling up to 6144 cores.

Below we list a couple of possible reasons for not being able to
achieve better strong scaling for reaction with the current imple-
mentation of the P-URAN strategy, and some ideas for
improvement:

1. One possible reason for not achieving perfect scaling could be
the increase in the partition size (j) used in the P-URAN strat-
egy with the increase in cores, Nc. As the partition size increases,
the communication cost increases, thereby worsening the scal-
ing. Under the current partitioning scheme (described in Fig. 2),
we choose the partition size, j, to be an exact multiple of the
domain decomposition in the radial direction, Dy, to achieve
good load balance. So, at larger number of cores like Nc = 9216
with a domain decomposition of 96 � 96, we are forced to use
a minimum partition size of j = 96. For example, under the cur-
rent partitioning scheme, if we use j = Dy/2 = 48 for the 96 � 96
domain decomposition, then this leads to a significant load
imbalance between the partitions involving the first 48 cores
(handling the chemically reactive sub-domains), and those
involving the last 48 cores (handling the coflow/air sub-
domains) in the radial direction. One possible way to avoid this
load imbalance is to use j = 48, but group every alternating
ranked core in the radial direction into one partition, i.e., for
every Dy cores in the radial direction, group all the even ranked
cores in one partition, and the remaining odd ranked cores in
another partition. This way we achieve good load balancing
with smaller partition size and reduced communication cost.
This new partitioning scheme can similarly be extended to
any partition size j = Dy/m, where m is some positive integer,
by grouping every mth ranked core into one partition. However,
both the current and the new suggested partitioning schemes
use the a priori knowledge about the direction of load imbal-
ance (which in the simulation of turbulent reacting jet flows
is the radial direction) to form the partitions. Ideally, one would
like to have an adaptive partitioning strategy to form the parti-
tions ‘‘on the fly’’ without using any a priori knowledge about
the computational problem being studied, and we are currently
working on developing such an adaptive strategy which might
help improve the scaling.

2. Another possible reason for not achieving perfect scaling could
be the use of one ISAT table per core and MPI alone for commu-
nication and parallelization. As the number of cores increase,
the use of one ISAT table per core leads to significant duplica-
tion of reaction mapping evaluation and addition of similar par-
ticle compositions to ISAT tables on multiple cores. One
ies and 38-species mechanisms using the P-URAN strategy.

es (16-species mech.) Strategies (38-species mech.)

[0.2 h,36] P-URAN[0.1 h,36]
[0.2 h,48] P-URAN[0.1 h,48]
[0.2 h,48] P-URAN[0.1 h,48]
[0.2 h,64] P-URAN[0.1 h,64]
[0.2 h,96] P-URAN[0.1 h,96]



Fig. 12. Strong scaling tests using the P-URAN strategy with the 16-species
mechanism (test details provided in Table 3) for Nt = 2000 time steps. Top: strong
scaling – wall clock time per time step spent in LES, HPDF (outside reaction),
Reaction and Overall. solid symbols, average over Nt � Nc/9216 time steps; hollow
symbols, average over Nt time steps. Bottom: breakdown of wall clock time spent in
LES, HPDF (outside reaction), Reaction (including x2f_mpi communication) and
Waiting (average idle time) for Nt time steps.

Fig. 13. Strong scaling tests using the P-URAN strategy with the 38-species
mechanism (test details provided in Table 3) for Nt = 1000 time steps. Top: strong
scaling – wall clock time per time step spent in LES, HPDF (outside reaction),
Reaction and Overall. solid symbols, average over Nt � Nc/9216 time steps; hollow
symbols, average over Nt time steps. Bottom: breakdown of wall clock time spent in
LES, HPDF (outside reaction), Reaction (including x2f_mpi communication) and
Waiting (average idle time) for Nt time steps.
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possible way to reduce the duplication of work and data is to
use one ISAT table per processor shared by all the cores (4 to
16) on that processor. In addition, hybrid MPI/OpenMP or
Graphics Processing Unit (GPU) implementation can be used
to achieve better scaling. It would involve enormous work for
us to incorporate these ideas in our current implementation
of the LES/PDF solver, but it could be considered in future appli-
cations of ISAT for other problems.

5.4. Generality of the results

To conclude this section, we discuss the generality of the con-
clusions drawn from this work. In particular, we consider the sen-
sitivity of our results to changes in the combustion problem being
simulated and to changes in the compute cluster architecture.

In this study the results are based on the simulation of a rela-
tively simple turbulent jet flame, the Sandia Flame D. However,
we expect the conclusions drawn from this work to be valid over
a wider range of combustion problems of interest. For instance,
for the simulation of Sandia Flames E and F, which exhibit signifi-
cantly more local extinction than Flame D and are computationally
more expensive, we expect the P-URAN strategy to again yield the
lowest wall clock time. Relative to Flame D, the Flames E and F are
expected to exhibit greater load-imbalance between regions of
flame front and co-flow due to stronger turbulent chemistry inter-
actions, and as a result the PLP strategy should perform poorly. The
P-URAN strategy (with a partitioning scheme similar to the one
used in this study) should perform better than the PLP and URAN
strategies, especially at large numbers of cores. Even for the simu-
lation of turbulent flames with different geometry, the P-URAN
strategy with an appropriate partitioning scheme is expected to
perform better than the PLP and URAN strategies as it is able to
strike a good balance between the communication cost and load
imbalance.

In this study, all the simulations are performed on the TACC
Ranger cluster. Due to the generality of the MPI implementation
in our solver, we expect the results presented here to be relatively
insensitive to changes in the cluster architecture. However, we do
realize that by taking into account the cluster architecture and
core-connectivity we may be able to come up with a superior map-
ping of the LES/PDF sub-domains onto nodes or cores. In the pres-
ent study, we have attempted to do this by assigning the MPI ranks
in radial order, then axial (as shown in Fig. 2). As a consequence,
each block of 16 sub-domains in the radial direction is assigned
to a single node (16 cores) on Ranger. Since in the P-URAN strategy
the communication is restricted to sub-domains in the same parti-
tion, and partitions are set according to axial location, the current
MPI rank-assignment and partitioning schemes ensure that most
of the MPI communication happens intra-node. To reduce inter-
node communication still further, we try to use a partition size j
which is an exact multiple of the number of cores per node, which
is 16 on Ranger. We thereby minimize the relatively slow inter-
node communication and take the best advantage of the faster in-
tra-node connectivity. Similar considerations are easily extended
to other clusters, given the ubiquity of architectures that feature
multiple cores per node.



Fig. 14. Relative strong scaling efficiency of LES, HPDF (outside reaction), Reaction
and Overall using the P-URAN strategy. Top: with the 16-species mechanism for a
simulation of Nt = 2000 time steps. Bottom: with the 38-species mechanism for a
simulation of Nt = 1000 time steps.

Fig. 15. LES/PDF simulation of the Sandia Flame D for Nt = 2000 time steps on
Nc = 1024 cores with chemistry represented using the 16-species mechanism with
the P-URAN[0.2 h,32] parallel strategy. On each core ranked, c = 0–1023, plotted are
the cumulative wall clock time spent on the computations, Tc; the part of the time
spent within HPDF, TP

c ; and within HPDF the part of the time spent on Reaction
(including x2f_mpi communication), T R

c .
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6. Conclusions

We have successfully developed an integrated LES/HPDF/
x2f_mpi/ISAT solver for performing turbulent combustion calcula-
tions with realistic combustion chemistry. We have demonstrated
a new parallel strategy, P-URAN, implemented using the x2f_mpi
library for performing chemistry calculations efficiently. In
particular, we have shown that for performing LES/PDF calcula-
tions, the P-URAN strategy:

� yields the lowest wall clock time among all the strategies
tested;
� yields a wall clock time within a factor of 1.5 and 1.7 of esti-

mates for the lowest theoretically achievable wall clock time
for the 16-species and 38-species mechanisms, respectively;
� compared to the single scalar mixture-fraction based flamelet

implementation, is more expensive by only a factor of 2.7 and
5.4 for the 16-species and 38-species mechanisms, respectively;
� achieves a relative weak scaling efficiency for reaction of about

85% when scaling from 2304 to 9216 cores; and
� achieves a relative strong scaling efficiency for reaction of over

60% when scaling from 1152 to 6144 cores.
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Appendix A. Wall clock time statistics and estimates

In our combined LES/HPDF solver, we collect various wall clock
time statistics. Here we describe the method used to estimate the
breakdown of the wall clock time spent in LES, HPDF (outside reac-
tion), Reaction and Waiting, as presented in some of the results
(figures) in this work.

In our LES/HPDF solver, at each time step n = 1 to Nt of a simu-
lation performed on Nc cores ranked from c = 0 to Nc � 1, we com-
pute: the overall wall clock time spent in that time step, tn,c; the
part of the time spent within HPDF, t P

n;c; and, within HPDF, the part
of the time spent on Reaction (including x2f_mpi communication),
tR

n;c . Cumulative wall clock time statistics can then be collected on
each core by summing over all the time steps as follows:

Tc ¼
XNt

n¼1

tn;c; ð4Þ

and similarly for TP
c and TR

c . For instance, Fig. 15 shows the cumula-
tive wall clock time statistics collected from a Sandia Flame D sim-
ulation performed for Nt = 2000 time steps on Nc = 1024 cores with
the chemistry represented using the 16-species mechanism with
the P-URAN parallel strategy.

Now using these time statistics collected on each core, we esti-
mate the global wall clock time statistics for the entire run as fol-
lows. The LES and HPDF solvers are synchronized (among all the
cores) at the end of each time step, and so the wall clock time spent
in each time step, tn,c, and the wall clock time spent in HPDF, t P

n;c ,
are approximately the same on all the cores, and so are the cumu-
lative times T and TP (as seen in Fig. 15). Hence, we take the time
statistics from the core ranked c = 0 and estimate the overall wall
clock time spent for the computations as



V. Hiremath et al. / Combustion and Flame 159 (2012) 3096–3109 3109
T ¼ T0 ¼
XNt

n¼1

tn;0; ð5Þ

and the wall clock time spent within HPDF as

TP ¼ TP
0 ¼

XNt

n¼1

tP
n;0; ð6Þ

which gives the wall clock time spent within LES as

TL ¼ T � TP: ð7Þ

However, the wall clock time spent in Reaction, tR
n;c , is found to vary

significantly across the cores (as seen in Fig. 15), depending on the
strategy used for implementing chemistry. So we estimate the over-
all wall clock time spent in Reaction (including x2f_mpi communi-
cation) to be the cumulative sum of the maximum reaction time
(at each time step, over all the cores) as follows:

TR ¼
XNt

n¼1

max
c

tR
n;c

� �
: ð8Þ

The time spent in HPDF (outside reaction) is then given as

TH ¼ TP � TR; ð9Þ

and consequently we have

T ¼ TL þ TH þ TR: ð10Þ

In addition, we also estimate the average (idle) Waiting time as fol-
lows. On a given time step, the ‘‘slowest’’ core is defined to be that
which takes the greatest time for reaction. The Waiting time is the
average idle time of the other cores spent waiting for the slowest
core to complete, and is computed as follows

TW ¼
XNt

n¼1

1
ðNc � 1Þ

XNc�1

c¼0

max
c0

tR
n;c0

� �
� tR

n;c

� �
: ð11Þ

Note that the Waiting time is in parallel with the Reaction time, and
is indicative of the extent of reaction load imbalance. The Waiting
time has a lower bound of zero indicating perfect reaction load bal-
ancing, and an upper bound equal to the Reaction time for the ex-
treme case where the complete reaction load is concentrated on a
single core at each time step.

In summary, in the figures, we plot the overall wall clock time,
T; the LES time, TL; the HPDF (outside reaction) time, TH; the Reac-
tion (including x2f_mpi communication) time, TR; and the Waiting
time, TW.

It should be noted that typically we observe about 5% variation
in the computed wall clock times (on repeated runs of our solver
with identical initial conditions) due to load variations on the TACC
Ranger cluster.

Appendix B. Best performance estimates

In the results presented in Figs. 5 and 6, we make estimates for
the lowest theoretically achievable wall clock time. These esti-
mates are made using the following method.

For both the mechanisms, we consider the LES/PDF simulation
performed on 1024 cores using the URAN strategy (which achieves
near-ideal load balancing), and find the core rank, c, with the max-
imum cumulative reaction time, TR

c . On this core, we compute the
total number of ISAT queries performed (i.e., particles resolved),
Nq; the average ISAT query time, tq, (i.e., the average time taken
to resolve a particle using ISAT); and the average ISAT retrieve
time, tr, (i.e., the average time taken to retrieve a particle’s reaction
mapping using the ISAT table). For the 16-species mechanism, we
find tq = 9 ls and tr = 4 ls; and for the 38-species mechanism, we
find tq = 32 ls and tr = 12 ls.

Now using these data, we make two estimates for the best wall
clock time for reaction:

1. Estimate (only retrieves) – estimate based on performing only
local retrieves using pre-built ISAT tables. In this we estimate
the reaction wall clock time on all the cores to be the same,
TR ¼ TR

c ¼ Nq � tr .
2. Estimate (no commun.) – estimate based on perfect load bal-

ancing with no x2f_mpi communication cost, while allowing
for a typical fraction of direct evaluations to be performed in
addition to retrieves. In this we estimate the reaction wall clock
time on all the cores to be the same, TR ¼ TR

c ¼ Nq � tq.
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